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Abstract

In this thesis we study security mechanisms related to distributed communication systems within

the context of peer-to-peer and group communication. These mechanisms include authority-based

peer-to-peer key management, group key management, distributed-key management and threshold-

multisignature schemes. The thesis is comprised of four parts.

The first part of the thesis proposes a peer-to-peer key management scheme for authority-based

mobile ad hoc networks. The key management scheme bootstraps and maintains the security as-

sociations in the network, that is, it creates, distributes and revokes keying material as needed by

the networking services. The proposed key management scheme breaks the routing-security inter-

dependency cycle and exploits the unpredictable and dynamic network topology to the advantage

of security.

The second part of the thesis presents a group key management scheme for dynamic peer groups

that is suitable for ad hoc networks. The group key management scheme exploits the dynamic

group membership and network topology to assist with the bootstrapping of security associations

for the group communication system protocols. These protocols include unicast routing, group

membership service, multicasting, group key agreement and data sharing. We also show how to

bootstrap the group communication system by proposing a progressively robust, primary-partition

group membership service. The membership service exploits the inherent capability of the group

communication system to mitigate the impact of frequent membership changes and routing failures.

The third part of the thesis considers distributed-key (secret sharing) management mechanisms for

generic, distributed communication systems. Specific attention is given to secret sharing in a setting

without any form of online authority. The proposed Distributed-Key Management Infrastructure

(DKMI) gives group members the capability to share, update and redistribute a secret in support

of a threshold cryptosystem.

vi



The fourth part of the thesis presents a threshold-multisignature scheme that allows group signa-

tures to be generated in a collaborative fashion. The proposed scheme guarantees the signature

verifier that at least a defined threshold of group members participated in the generation of the

group-oriented signature and that the identities of the signers are traceable. The characteristics of

secure and robust threshold-multisignature schemes are defined and it is shown that the proposed

scheme satisfies these properties.

Finally, the thesis analyzes the proposed schemes from a performance and security perspective in

widely acceptable system and adversary models.
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Chapter 1

Introduction

Advances in mobile computing and wireless communication technology have led to the develop-

ment of new and innovative applications based on distributed communication services. The main

characteristic of distributed communication systems is the lack of centralized infrastructure or

control.

The available literature contains numerous examples of distributed communication systems. Some

of the most prominent research areas include mobile ad hoc networks [3] [4] [5] and vehicular

communications [6] [7]. On a network level, these networks may be fully or partially supported by

infrastructure, while ad hoc networks rely on no fixed infrastructure.

On an application level, communication mechanisms may depend on limited centralized control.

Peer-to-peer (P2P) systems [8] and dynamic peer groups (DPGs) [1] [9] are examples of such

communication mechanisms.

Many of the intended uses of distributed communication services require them to be appropriately

secured. For example, without integrating security into vehicular networks, these systems can

be compromised, jeopardizing the safety of the drivers and passengers. Another example is a

conferencing system that relies on the security mechanisms provided by the underlying group

communication system [10]. Compromise of the security mechanisms may, for example, result in

theft of confidential information shared between the group members or the group members may

even be held accountable for digitally signing a fraudulent document.

The nature of distributed wireless communication systems, depending on the characteristics of
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the network and/or the application, poses many challenges to the design of appropriate security

mechanisms:

· On a network level the major challenges are as a result of the error prone, inherently insecure

connectivity offered by wireless communication technologies, user mobility and limited (or

complete lack of) pre-existing infrastructure [3] [4] [5]. In ad hoc networks the users them-

selves may set up the self-organized network. Without supporting infrastructure the major

problem lies with bootstrapping the security mechanisms during network formation.

· On an application level these challenges are mainly as a result of dynamic membership and the

need for self-organized communication with limited (or nonexistence of) centralized control.

In this thesis the focus is on a selection of the fundamental security mechanisms required to protect

distributed communication systems. These mechanisms include key management in a peer-to-peer

and group setting as well as group-oriented digital signatures.

Key management can be defined as a set of techniques and procedures supporting the establishment

and maintenance of keying material between authorized parties [11]. The cryptographic security

mechanisms enabled by key management are useful for achieving many security objectives such

as authentication, confidential communications and message integrity. Key management protocols

are required to support peer-to-peer applications and group communications.

Peer-to-peer key management, as defined in [5], is considered for applications and/or networks

that depend on an authority to assist with the initialization of system users (network devices)

and the generation of initial keying material [11]. The offline authority essentially controls access

to the network or limits the use of the application to authorized users only. Examples of such

networks include ad hoc networks formed by users that serve a common purpose such as large

scale emergency response operations and military missions. Vehicular networks will also fall under

this classification. Peer-to-Peer key management for fully self-organized networks, as defined in [4],

is not considered in this thesis. Our preliminary work [12] [13] addresses key management in self-

organized ad hoc networks. In fully self-organized networks users form the network by themselves

without assistance from an authority. Applications for such networks are community based (social)

applications suitable for spontaneous user interactions.

Group communication relies on key management schemes to share and distribute keys in support

of the basic security mechanisms (for example encryption of shared data). As these groups may

be formed without prior arrangement, an online authority will not always be available to share

2



Chapter-1. Introduction

or distribute keying material. Examples of such group communications may include applications

where a group of individuals want to privately share a conversation or documents. In this thesis

group key management is considered for both shared and distributed-keys as defined in [1] and [14]

respectively.

Digital signatures provide a means to ensure the integrity of data and to bind entities to actions [11].

Although digital signatures for single entities are a fully mature area, group signatures are still

posing challenges. This thesis considers group signature generation and verification, as defined

in [15], for dynamic settings where a threshold of group members are required to sign messages,

each using their share in the distributed group key.

1.1 Scope of Research

The scope of this work is security mechanisms for distributed, authority-based communication

systems which include the following areas:

· Peer-to-peer key management for authority-based ad hoc networks with key distribution as

a subset;

· Group key management and group membership services for dynamic peer groups;

· Distributed-key management for dynamic peer groups; and

· Group signature schemes for dynamic peer groups.

Our main aim is to design mechanisms that exploit the unpredictable and dynamic network topo-

logy of ad hoc networks and the inherent capability of network services to recover from failures. We

define the capability of a protocol to improve its performance in an increasingly hostile environment

as progressive robustness.

As an introduction, we discuss authority based systems followed by each of the research areas listed

above.

Authority-based Systems [5] [11]: Key management in traditional wired networks is normally the

responsibility of a centralized authority. If the authority is off-line it can issue nodes with shared

keys or certificates. If the authority is also present during on-line operations it can assist with

establishing keying relationships between networking participants during network formation and
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node encounters. In this thesis the goal is to explore peer-to-peer or pairwise key management in

distributed communication systems where security relies only on an off-line authority with limited

functionality. We refer to this type of network as authority-based systems [5] [16]. We assume

that the off-line authority may violate the trust relationship it has with the network participants

or may be compromised by a malicious party during the lifetime of the network. This means the

off-line authority should not have access to the private keys of users. The main applications of

this type of key management schemes are self-organized ad hoc networks in which the networks

emerge dynamically over time as users join the network. The off-line authority may therefore be

involved in network initialization over an extended period of time, while the network is already

in operation. There are many examples of such networks in literature for example peer-to-peer

networking, vehicular networking, emergency response and military missions.

Group key management [1]: Extending pairwise key management to group key management is not

a trivial task [1]. This is particularly true where security relies only on an off-line authority with

limited functionality and without giving the authority access to the group key. This thesis explores

group key management for dynamic peer groups, which are small groups with membership in the

hundreds rather than thousands. The dynamic aspect of the group is derived from the fact that

members may join and leave the group many times during the group’s lifetime. We are particularly

interested in the implementation of group key agreement in ad hoc networks and how to establish

and maintain the group membership.

Distributed-key management [14]: Distributed-key management schemes are geared towards estab-

lishing a distributed-key between group members. A shared (common) key is useful for encrypting

communications between the group members, but does not allow the group to digitally sign a

message collectively. For this purpose a distributed-key is required. This key should obviously

not be the same as that of the shared key used for encryption and each member should have an

equal stake in the distributed-key. This thesis investigates how to set up and maintain such a

distributed-key in a dynamic group setting.

Group signatures [15]: As the group signature is an assertion on behalf of the group, the signature

scheme should enforce an equal contribution from members based on a predefined threshold of votes.

Without any form of on-line authority, group members need to construct the group signature in

a self-organized fashion. Part of our work is to explore the design of threshold-multisignature

schemes that meet stronger accountability and robustness properties. This scheme should only

allow a threshold of group members with a stake in the distributed-key to generate the group

signature and allow any public entity to verify the group signature.
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The application of distributed-key management and threshold-multisignature schemes include any

group-oriented application that require basic security services that have strong integrity, account-

ability and non-repudiation requirements.

1.2 Publications

The following publications are directly as a result of the author’s work in this PhD thesis:

[17] J. van der Merwe, and D. Dawoud Key Distribution in Mobile Ad Hoc Networks based on

Message Relaying, in proc. Fourth European Workshop on Security and Privacy in Ad hoc

and Sensor Networks (ESAS07), May, 22-25 2007.

[18] J. van der Merwe, D. Dawoud, and S. McDonald, A Fully Distributed Proactively Secure

Threshold-Multisignature Scheme, IEEE Transactions on Parallel and Distributed Systems,

vol. 18, no. 4, pp. 562-575, 2007.

[19] J. van der Merwe and D. Dawoud, Key Management for Dynamic Peer Groups in Mobile Ad

Hoc Networks, in Mobile Peer-to-Peer Computing for Next Generation Distributed Environ-

ments: Advancing Conceptual and Algorithmic Applications, B.-C. Seet, Ed. IGI Global,

2009, pp. 241-281.

Submitted for review

[20] J. van der Merwe and D. Dawoud, Bootstrapping Group Communication and Security in Ad

Hoc Networks, 2010, in submission.

[21] J. van der Merwe and D. Dawoud, Dynamic Network Topology Advances Security in Mobile

Ad Hoc Networks, 2010, in submission.

The following publications are as a result of author’s preliminary work during the period of the

MSc degree and form a solid foundation for the research in this PhD thesis:

[16] J. van der Merwe, D. Dawoud, and S. McDonald, A Survey on Peer-to-Peer Key Management

for Mobile Ad Hoc Networks, ACM Computing Surveys (CSUR), vol. 39, no. 1, pp. 132,

2007.
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[22] J. van der Merwe, D. Dawoud, and S. McDonald, A Public Key Management Scheme and

Threshold-Multisignature Scheme for Mobile Ad Hoc Networks, SAIEE Africa Research Jour-

nal (Transactions of SAIEE), vol. 97, no. 1, pp. 132, 2006.

[12] J. van der Merwe, D. Dawoud, and S. McDonald, Fully Self-Organized Peer-to-Peer Key

Management for Mobile Ad Hoc Networks, in proc. ACM Workshop on Wireless Security

(WiSe05), September, 2 2005.

[13] J. van der Merwe, Key Management in Mobile Ad Hoc Networks, M.Sc. in Engineering

(Electronic), University of KwaZulu-Natal (UKZN), 2005.

[23] J. van der Merwe, D. Dawoud, and S. McDonald, Self-Organized Peer-to-Peer Key Manage-

ment for Mobile Ad Hoc Networks, in proc. Southern African Telecommunication Networks

and Applications Conference (SATNAC05), 2005.

[24] J. van der Merwe, D. Dawoud, and S. McDonald, A Survey on Peer-to-Peer Key Management

for Military Type Mobile Ad Hoc Networks, in proc. Military Information and Communica-

tions Symposium of South Africa, 2005.

[25] J. van der Merwe, D. Dawoud, and S. McDonald, Group Key Management for Military Type

Mobile Ad Hoc Networks, in proc. Military Information and Communications Symposium

of South Africa, 2005.

[26] J. van der Merwe, D. Dawoud, and S. McDonald, Public Key Management for Military Type

Mobile Ad Hoc Networks, in proc. Military Information and Communications Symposium

of South Africa, 2005.

[27] J. van der Merwe, D. Dawoud, and S. McDonald, Trustworthy Key Management for Mobile

Ad Hoc Networks, in proc. Southern African Telecommunication Networks and Applications

Conference (SATNAC04), September, 6-8 2004.

1.3 Outline of Thesis

The thesis is organized as follows:

Part I: Peer-to-Peer Key Management in Distributed Communication Systems

Chapter 2 proposes a peer-to-peer key management scheme for authority-based ad hoc networks.

The key management scheme bootstraps and maintains the security associations in the network,
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that is, it creates, distributes and revokes keying material as needed by the networking services. The

proposed key management scheme breaks the routing-security interdependency cycle and exploits

the unpredictable and dynamic network topology to the advantage of security.

Part II: Group Key Management in Distributed Communication Systems

Chapter 4 of the thesis presents a group key management scheme for dynamic peer groups (DPGs).

The scheme is founded on a comprehensive survey of existing schemes and their suitability for

ad hoc networks given in Chapter 3. Our group key management scheme exploits the dynamic

group membership and network topology to assist with the bootstrapping of security associations

for the group communication system protocols. These protocols include unicast routing, group

membership service, multicasting, group key agreement and data sharing. We also show how to

bootstrap the group communication system by proposing a progressively robust, primary-partition

group membership service. The membership service exploits the inherent capability of the group

communication system to mitigate the impact of frequent group membership changes and routing

failures.

Part III: Distributed-Key Management in Distributed Communication Systems

In Chapter 5, distributed-key (secret sharing) management mechanisms are proposed for generic,

distributed communication systems. Specific attention is given to secret sharing in a setting without

any form of online authority. The proposed Distributed-Key Management Infrastructure (DKMI)

gives group members the capability to share, update and redistribute a secret in support of a

threshold cryptosystem.

Part IV: Threshold-Multisignatures in Distributed Communication Systems

Chapter 6 presents a threshold-multisignature scheme that allows group signatures to be generated

in a collaborative fashion. The proposed scheme guarantees the signature verifier that at least a

defined threshold of group members participated in the generation of the group-oriented signature

and that the identities of the signers are traceable. The characteristics of secure and robust

threshold-multisignature schemes are defined and it is shown that the proposed scheme satisfies

these properties.

All proposed schemes in Chapter 2 to 6 are analyzed from a security and performance perspective

in widely acceptable system and adversary models.
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Chapter 2

Dynamic Network Topology

Advances Security in Mobile Ad

Hoc Networks

2.1 Introduction

Ad hoc networks eliminate the need for online infrastructure by relying on the mobile wireless

nodes to collectively perform all networking functions [3] [4] [5] [28]. The characteristics of ad hoc

networks make them susceptible to numerous attacks and also challenging to secure [3] [4] [5] [28].

The wireless links are inherently vulnerable and the connectivity between the nodes is sporadic

due to the error-prone and shared wireless channel. Frequent connectivity problems are also

caused by node mobility and node failures resulting in an unpredictable and dynamic network

topology [3] [4] [16]. These inherent vulnerabilities makes it easy for attackers to compromise the

networking infrastructure in the absence of robust security mechanisms [3].

In this chapter we design a robust, secure and efficient public key management scheme suitable

for stationary and low to high mobility ad hoc networks. Public-key cryptography supports other

important security mechanisms, such as secure routing, by providing a set of techniques and pro-

cedures for the establishment and maintenance of keying material [11] [3].

Capkun et al use node mobility to the advantage of security for ad hoc networks [5]. This approach
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inspired us to consider the design of mechanisms that overcome and exploit the fundamental

characteristics of ad hoc networks to the advantage of security1.

By significantly extending our analysis in [16] [13] to other security mechanisms, such as, se-

cure routing protocols [29] [30] [31] [32], we determined that the dynamic network topology and

shortcomings in wireless links are at the center of the notorious challenges of securing ad hoc net-

works [3] [4] [5] [28]. The dynamic network topology is due to a combination of factors such as

frequent route failures and node mobility. In turn, route failures may be caused by node mobility

(as nodes move out of range) and link failures as a result of wireless connectivity. The wireless

links are also degraded by node mobility.

We believe that robust security mechanisms for ad hoc networks are dependent on the mechanisms’

ability to exploit the dynamic network topology. Node mobility (as considered in [5] [12]) becomes

a secondary focus as one of the causes of dynamic network topology. From our investigations

we concluded that the dynamic network topology has the most significant affect on the routing

protocol’s ability to effectively discover and maintain routes in response to new route requests or

existing route failures. Our proposed public key management scheme exploits the dynamic network

topology and its affect on the routing protocol to the advantage of security.

Problem Statement. Considering the discussion up to this point and by significantly expanding on

our initial problem statement [17] and analysis in [16], we define the problem for consideration in

this chapter as follows: The challenge is to design a robust, secure and efficient authority-based

public key management scheme that satisfies the following properties2:

· Robustness: Adding to the requirement of robustness defined in [16], the key management

scheme (including key generation, distribution, renewal and revocation) must overcome the

inherent dynamic network topology of ad hoc networks, and any of the other characteristics

underlying the dynamic network topology. For example, the scheme should resist the impact

of route failures and node mobility.

· Progressive robustness: Following from the first requirement, the key management scheme

should not only overcome the impact of the dynamic network topology, but exploit it to im-

prove performance, robustness and the security of the key management scheme. We define

this property as progressive robustness. However, it is important for the scheme not to be-

come dependent on any of the underlying characteristics, such as, node mobility. Dependence
1We discuss the characteristics of mobile ad hoc networks in [16].
2We define these properties in addition to the key management scheme requirements given in [16], such as,

scalability and key freshness
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on mobility is a shortcoming of [5].

· Fully distributed: The scheme should be fully distributed and therefore equally share the

responsibility of managing security associations between nodes (during the entire life cycle

of the network). This is to ensure robust security services that place the same burden on the

computational, memory and energy resources of all nodes [3] [4].

· Offline authority-based: Following from the latter requirement, a public key infrastruc-

ture (PKI) normally needs an online certificate authority (CA) to function [11] [4] [28]. In

ad hoc networks the availability of an online distributed CA, as initially defined in [3], is

problematic due to the dynamic network topology [28] [5] [16]. It also provides an attacker

with a convenient target to compromise the key management protocol and inherently re-

quires a dynamic trade-off between security and availability [16]. Similar to [5], the public

key management scheme should completely eliminate the online CA and only rely on an

offline authority.

· Routing independency: The key management scheme should break the routing-security

interdependence cycle [33], while ensuring network scalability. Pre-distributing keying ma-

terial to all the nodes, such that security associations between all nodes will be guaranteed

during network formation, trivially mitigates the routing-security interdependence cycle and

make the network nonscalable; the offline trusted third party needs to engage with all nodes

before the network can be formed which is not practical for many applications.

· Efficiency: Adding to the requirement of efficiency defined in [16], the key management

scheme should reduce communication and computational overhead to have negligible impact

on network performance under worst case traffic and mobility scenarios, i.e. random mobility

with high, but practical, node speeds and traffic loading. The scheme should also avoid

inflating the routing protocol control packets in order not to waste bandwidth.

· On demand availability: Following from efficiency, keying material should be available

in a timely fashion when required by the routing infrastructure or by any other application.

Adding to the requirement of availability defined in [16], the scheme should not introduce

any noticeable networking delay in the set up of the required security associations.

· Automated: Certificates must be distributed (on-demand) as needed by the network (rout-

ing) layer and be transparent to the network participants, that is, the scheme should require

no user involvement as this introduces inherent vulnerabilities. Unnecessary user involvement

makes the scheme prone to attacks that exploit human error / limitations. User involvement
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also inevitably leads to a delay in the set up of security associations resulting in a win-

dow of opportunity for attackers. User interaction is more suitable for setting up security

associations on the application layer [5].

· Integration: The key management scheme should be easy to implement and introduce

minimal changes in the underlying routing protocol, that is, integrate seamlessly with existing

secure routing protocols. We also require the scheme to be integrative with any generic

Intrusion Detection System (IDS) that are suitable for ad hoc networks as defined in [34].

The IDS should be the authoritative source for establishing if a node is compromise and

provide input into the key revocation protocol.

· Survivability: The offline authority essentially controls access to the network, i.e. limits use

of the network to only authorized users. Examples of such networks include users that col-

laborate for a common purpose such as large scale emergency response operations, vehicular

communications and military missions. Adding to the requirement of survivability defined

in [16], we assume that the offline authority itself or its public/private key pair may be com-

promised during the lifetime of the network, but this should not result in the compromise of

the keying material of existing networking participants.

This chapter significantly expands on our preliminary work [16] [12] [13], considering the problem

statement above. In contrast to [12] [13] that address fully self-organized ad hoc networks we focus

here on authority-based ad hoc networks that will support completely different applications.

We note that the given problem is particularly hard to solve for key management meeting the

new requirements while breaking the routing-security interdependence cycle [33]. In response to

this problem we design a secure, robust and efficient, authority-based public key management

scheme called AuthBasedPKM. AuthBasedPKM considers mechanisms for public key generation,

distribution, authentication, renewal and revocation that satisfy the requirements above.

Our contribution: To the best of our knowledge, the fact that the dynamic network topology can

be exploited to aid security in ad hoc networks, without depending on mobility, has not been

discussed prior to this submission.

The remainder of the chapter is structured as follows: Section 2.2 discusses related work in sup-

port of our contribution. In Section 2.3 we present an authority-based public key establishment

(APKE) protocol as a building block for the proposed public key management scheme. This proto-

col allows a node to negotiate a blind public/private key pair with the offline CA, prior to joining

the network. Section 2.4 presents our public key management scheme in more detail. AuthBased-
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PKM is broken down into an off-line (initialization) phase and on-line (post-initialization) phase.

Section 2.5 discusses the security and features of AuthBasedPKM and argues how it meets the

given requirements. We simulate AuthBasedPKM and compare the results against out analytical

analysis. In summary, Section 2.6 concludes the chapter.

2.2 Related Work

Following from our discussion in [16], authority-based schemes that use public key cryptogra-

phy normally combines an off-line authority with a distributed on-line authority. The schemes

presented in [3] [35] [28] are good examples of the off-line and distributed on-line authority combi-

nation. These schemes are not designed for nodes with limited computational, memory and energy

resources such as sensor networks. They can therefore take advantage of the benefits of public key

cryptography such as efficient key distribution [3] [28] [11].

It is widely acknowledged that maintaining an on-line distributed certificate authority (DCA) is

problematic in ad hoc networks [4] [28] [16]. Based on the studies of the author [16] [19] [18],

suitable threshold crypto-systems do not exists for ad hoc networks. Luo et al [28] get around

some of the DCA’s main problems by forcing DCA servers to physically go back to the off-line

authority to update their shares in the DCA’s shared secret3. In the view of the author, [28] still

fails to eliminate the disadvantages of a DCA, such as, the need to dynamically adjust the trade-off

between reliability and security.

Capkun et al [5] proposes an authority-based scheme where each node is preloaded by the off-

line authority with a certificate. After network formation, each node becomes its own authority

domain and distributes its certificate to nodes within its transmission range. The scheme in [5] thus

eliminates the problems associated with the DCA by completely removing the on-line authority

altogether. The authority-based solution in [5] is mainly a mobility-assisted, key distribution

scheme and do not provide all the required key management mechanisms such as certificate renewal

and revocation, albeit, it is designed for a different application.

The key management scheme in [32] is designed specifically for to secure the AODV routing pro-

tocol. The nodes distribute their public keys by including them in the routing control packets.

A similar approach is taken in [33]. With the large number of route requests sent by on-demand

routing protocols [36], inflating the control packets (specifically route request messages) consumes

3We describe the main problems of the schemes based on a DCA solution in [16]
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valuable bandwidth and therefore may not be a feasible solution.

Lately, advances in the field have been in the area of establishing security associations for peer-

to-peer communication applications [37], [38] [39] [40] [41]. These schemes allow users physically

in close proximity to share keying material or to mutually authenticate. The application of these

schemes are not within the direct scope of this chapter although our scheme will work for peer-to-

peer applications if a common offline authority is available. How to set up such an offline authority

(or ”social” CA service) it a topic for future research.

To the best of our knowledge none of the existing schemes attempt to exploit the affect of the

dynamic network topology associated with ad hoc networks to the advantage of security.

2.3 Proposed Offline Authority-Based Public Key Estab-

lishment Scheme

The proposed authority-based public key establishment (APKE) protocol allows a single entity,

party A, to negotiate for an authority-based public/private key pair (xA, yA) with a trusted third

party, i.e. an off-line certification authority, here after referred to as the (CA). The new APKE

scheme serves as a cryptographic building block in the off-line initialization phase of the proposed

authority-based public key management scheme, AuthBasedPKM, presented in Section 2.4.

Peterson et al. [42] presents a self-certified public key establishment protocol, adapted from an

integration of identity-based public keys [43], the parameter hidden blind Schnorr signature scheme

[44] and self-certified public keys [45]. In this chapter an APKE protocol is proposed that leverages

the scheme of Peterson et al. The proposed APKE scheme is based on the modified ElGamal

type signature variant, presented in [12]. The main motivation for proposing the new scheme is

to improve on the security of [42], enhance its efficiency and to ensure compatibility with our

preliminary work (subordinate public key generation and renewal procedures) presented in [12].

The following system parameters and notations are applicable:

p, q two large primes, such that q | (p− 1).

g generator of the cyclic subgroup of order q in (Z)∗p.

H(·) collision free one-way hash function.

xP private key of party P .
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yP public key of party P , where yP = gxP mod p.

To ensure the integrity of the data exchanged between the CA and party A, a secure side channel

(out-of-band mechanism) is required such as an infrared interface or physical wire. The existence

of such an authentic channel between party A and the CA is a reasonable assumption [28] [5].

It is assumed that the CA has a long-term public/private key pair (xCA, yCA), generated by

choosing a random number xCA ∈R [1, q − 1] as its private key and a corresponding public key

computed as yCA = gxCA mod p.

The proposed protocol is as follows:

1. The CA sends to party A the system parameters, p, q, g, H(·) and its public key yCA.

2. Party A chooses random number zA ∈R [1, q − 1], computes rA = gzA mod p and transmits

rA to the CA.

3. The CA uses the modified ElGamal signature scheme presented in [12] to sign party A’s

certificate information KIA. The CA chooses random number kCA ∈R [1, q − 1] and com-

putes rCA = gkCA and rA = rArCA mod p. The certification information for party A

is set by the CA as KIA = [IDA ‖ IDCA ‖ rA ‖ rCA ‖ CertNoCA ‖ IssueDateCA ‖
V alPeriodCA ‖ AddInfo], where IDCA is the identity of the CA, CertNoCA a unique se-

quence number, IssueDateCA the date of issuing the certificate, V alPeriodCA the validity

period and AddInfo some additional extension information.

The CA must ensure that the user ID is unique. Note that the contents of KIA can be altered

based on the CA’s certification policy. Inclusion of IDA and rA is however mandatory.

The CA computes the signature parameter,

sCA = xCA + H(KIA)kCA mod q, (2.1)

and sends (sCA,KIA) to party A.

4. Party A can compute its private key as,

xA = sCA + H(KIA)kA = xCA + H(KIA)kCA + H(KIA)zA

= xCA + H(KIA)[kCA + zA] mod q
(2.2)

The triplet (rCA, rA, xA), can be seen as the proxy signature of the CA on KIA. Party A

verifies the signature of the CA and calculates the corresponding public key using Equation
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2.3:

yA ≡ gxA = yCA · rH(KIA)
A = gxCA · gH(KIA)[kCA+kA] mod p (2.3)

Note that the authority never learns the base private key of the user when using the APKE protocol.

Section 2.5 address the security and performance of the proposed APKE protocol.

2.4 Proposed Authority-Based Public Key Management

Scheme

The proposed authority-based public key management scheme for ad hoc networks, called Auth-

BasedPKM, will be presented next. We first discuss the system and adversary model. Then we

consider the off-line initialization phase, followed by the on-line post-initialization operation.

2.4.1 System and Adversary Model

Similar to [17] [5], we consider a fully distributed network of wireless nodes with generic medium

access control (MAC) and routing mechanisms. Nodes can be stationary or move with low to high

mobility speeds (0m/s−20m/s). We assume that there are no pre-existing or online infrastructure

and no form of on-line trusted authority, hence our scheme does not make use of a distributed

certificate authority as proposed in [3] [35] [28]. The scheme requires an off-line trusted authority

(TTP) or CA to initialize the nodes prior to joining the network. This assumption is consistent

with existing literature [3] [28] [5] and as noted in [28] allows for a high-level of protection to

secure high-value communication in, for example, military type applications or in any network

which requires strong access control. The focus of this chapter is not on intrusion detection as

defined by Zhang et al [34], hence we assume the existence of such a scheme which is a reasonable

assumption.

We consider a straightforward, general adversary model, with the adversary model of [28] as a

subset. An adversary is a malicious node that uses every means available to break the proposed

key management scheme. Any active adversary can eavesdrop on all the communication between

nodes, modify the content of messages and inject them back into the wireless channel. When a

node is compromised all its public and private information is exposed to the adversary. In fact,

the Dolev-Yao adversary model [46] is too restrictive, for example, it fails to capture information

an adversary may gain from detailed knowledge of the protocols in use. We assume an active,
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insider adversary. The adversary can therefore make use of all the basic network services, such as

the routing infrastructure.

2.4.2 Offline Initialization Phase of AuthBasedPKM

Prior to joining the network, each node Pi, for (1 ≤ i ≤ n), contacts the off-line trusted autho-

rity for the system parameters and negotiates with the offline TTP for an authority-based base

public/private key pair (xi, yi). The proposed authority-based public key establishment (APKE)

protocol used for this purpose is detailed in Section 2.3.

Each node generates a unique identifier (Addressi) that is bound to its base public key yi as

follows:

Addressi = H(yi) (2.4)

AuthBasedPKM requires Addressi to be used as the node’s network address or as a fixed part

of the address. Note that this requirement places no constraints on the structure of the network

addresses: the entire hash output, Addressi, can be used in networks with flat, static addresses or

only a part of the output can be used in networks with dynamic addressing [12] [13].

After each node established a public/private key pair (xi, yi) via the APKE protocol, node Pi uses

its base key pair to generate a subordinate public/private key pair (x′i, y
′
i) as follows [12] [13]:

1. Pi chooses a random number k′i ∈R [1, q − 1] and computes r′i = gk′i mod p.

2. Pi computes its new subordinate private key as:

x′i = xi + H(KIi ‖ r′i)k
′
i mod q, (2.5)

where KIi is the original keying information supplied by the off-line TTP (see Section 2.3)

and r′i is Pi’s public commitment.

3. Finally Pi computes its corresponding subordinate public key as:

y′i = gx′i = yi(r′i)
H(KIi‖r′i) mod p (2.6)

To obtain an explicitly authentic key pair, Pi uses its newly obtained subordinate private key x′i to

sign its key information content, KIi (concatenated with its subordinate public key y′i and public
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Figure 2.1: CertRelay certificate distribution main procedure

commitment β′i) via the secure ElGamal signature scheme we presented in [12] [13]. Pi’s certificate

can then be defined as: Cert′i = [KIi ‖ y′i ‖ CertNoi ‖ IssueDate′i ‖ V alPeriod′i ‖ α′i ‖ β′i], where

(α′i, β
′
i) is the appended signature on (KIi ‖ y′i ‖ CertNo′i ‖ IssueDate′i ‖ V alPeriod′i ‖ β′i).

Note that Pi’s base key pair (xi, yi) is never used for any real communication. Rather, each Pi

uses its subordinate key pair (x′i, y
′
i) for securing actual communication.

2.4.3 Online Post-initialization Phase of AuthBasedPKM

The post-initialization phase is defined from the start of network formation and involves mainly

the following mechanisms: certificate distribution, authentication, revocation and renewal.

Each node must perform the initialization phase, as presented in Section 2.4.2, before joining the

network. Only nodes with a valid subordinate certificate can join the network.

2.4.3.1 Certificate distribution

In this section we present our key distribution mechanism underlying AuthBasedPKM which plays

an important part in satisfying the requirements given in Section 2.1.

AuthBasedPKM: certificate distribution.

The scheme is designed specifically to have a low implementation complexity and to allow for easy

integration into most routing protocols. The proposed scheme, called Certificate Dissemination

based on Message Relaying (CertRelay), is derived from the following straightforward procedure,

illustrated in Figure 2.1 [17]:

When a node (RN) receives a routing control packet it checks in its certificate database if it has

the certificates of the packet originator (ON) and the previous-hop node (PN) on the forward
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Table 2.1: CertRelay message exchange decision table for receiver node (RN)

Case 1: ON IP address = PN IP address

Case# ON cert stored PN cert stored Actions in sequence

1a no no Peer-to-Peer certificate exchange
CertRN −→ ONa, CertON −→ RN

1b yes yes No action, process routing packet

Case 2: Originator IP address 6= PN IP address

Case# ON cert stored PN cert stored Actions in sequence

2a no no Peer-to-Peer certificate exchange
[CertRN ‖ CertQ −→ PN ]b,
[CertPN ‖ CertON −→ RN ]

2b yes no Peer-to-Peer certificate exchange
CertRN −→ PN , CertPN −→ RN

2c no yes CertQ −→ PN , CertON −→ RN

2d yes yes No action, process routing packet
a RN = Receiver node, ON = Originator node, CertX = certificate of X.
b PN = Previous-hop node, CertQ = certificate query (RN uses this message to request

CertON from PN , A ‖ B = concatenation of messages A and B.

route. If RN has both the certificates of ON and PN (CertON and CertPN ), it can process the

control packet as normal. If not, it requests both the certificates from PN. If RN does not have the

certificate of PN it also sends its own certificate with the request to the previous-hop. Note that

if RN is the first-hop on the route, then the previous-hop node and the control packet originator

node will be the same entity. The routing messages thus effectively chain nodes together and allow

them to relay all keying material, as required, along the virtual chains.

While reading the more detailed explanation of the proposed key relaying mechanism below, it will

be useful to keep in mind an existing routing protocol. Being familiar with the operation of, for

example, endairA [47], one of the latest provably secure routing protocols, will help to visualize

how the proposed protocol will integrate into an existing routing protocol. We point out that any

other secure routing protocol will also suffice. For example, SAODV [32] can also help to place the

functionality of CertRelay into context.

The proposed key distribution scheme, CertRelay, is mainly based on the straightforward proce-

dure introduced in Sect. 2.1. Table 2.1 explains CertRelay’s core procedure in more detail from

the routing control packet (RCP) receiver node’s perspective (see Figure 2.1). Table 2.1 can al-

ternatively be seen as a summary of the conditions under which the RCP receiver node (RN) will

request certificates from and relay certificates to the previous-hop node (PN) in the virtual chain.
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We briefly discuss Table 2.1:

• When any node in the network receives a RCP it first determines if the originator of the

message (ON) has the same network address as the previous-hop node (PN) on the forward

route, that is, RN has to determine if ON is the first-hop. Assume the addresses of ON and

PN are equivalent as shown in Table 2.1, Case 1. RN consults its certificate repository and

searches for the certificate corresponding to ON.

· In Case 1a the search produces no result and the RN sends the ON its own certificate,

CertRN . The ON replies with CertON . After CertON is verified by RN the RCP can

be processed as specified by the routing protocol.

· If the search yields a positive result the routing message can be processed without RN

requesting CertON (Case 1b).

• If the ON address and the previous-hop node (PN) address are not equal (Case 2, Table 2.1),

the RN will search its certificate repository for CertON and CertPN .

· In Case 2a the search yields a negative result. RN concatenates its own certificate

CertRN with a certificate query (CertQ) and relays (unicasts) the message to the

previous-hop4. PN responds with a concatenation of its own certificate and the cer-

tificate of ON (CertPN ‖ CertON ). Node RN should verify both certificates before

continuing to process the RCP as defined by the routing protocol.

· If RN already has CertON , but not CertPN , it initiates a peer-to-peer certificate ex-

change by sending its own certificate to PN (Case 2b). PN will respond with CertPN ,

which should be verified by RN before proceeding.

· Case 2c is applicable if RN has CertPN , but not CertON . This case will be the most

probable since PN is within RN’s local neighborhood (transmission range). RN sends

PN a CertQ message. PN responds with CertON . Again RN verifies CertON before

processing the RCP.

· The routing message can be processed as normal in Case 2d, since CertON and CertPN

are already stored in the node’s certificate repository.

We have discussed how the proposed key distribution scheme can be integrated into most secure

routing protocols. In summary, any routing message that is received by a node acts as a trigger for
4RN sends its own certificate to PN, since PN may require CertRN when routing control messages are sent back

via the established route. In addition, since RN and PN are neighbors they will most probably require each others
certificates during future route discovery procedures. We show in Section 2.5.2.3 that the success rate of localized
peer-to-peer certificates exchanges are high, thus if RN does not have CertPN then PN will also not have CertRN

with high probability.
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the node to request from the previous hop, the relaying of required keying material. The conditions

that warrant the requests, and specifies the format of the requests, are defined by the rules in Table

2.1. In Section 2.5 we will analyze CertRelay in terms of efficiency and security.

2.4.3.2 Certificate authentication

Before keying material can be used to support other security mechanisms, such as message authen-

tication, the certificates of participants should be validated.

AuthBasedPKM: certificate authentication.

Users that receive certificate Certi have to verify the authenticity of the certificate by checking

the following:

• The base public key yi was established via the help of the off-line TTP. If Equation 2.3 holds

then yi is implicitly authentic.

• The subordinate public key y′i is implicitly authentic if Equation 2.6 holds

• The subordinate public key y′i and base public key yi are explicitly authentic if appended

signature (α′i, β
′
i) on Certi is validated.

• In order to prevent address spoofing users should also check that Addressi = H(yi) holds.

2.4.3.3 Certificate revocation

Certificate revocation poses a challenging problem in ad hoc networks [28]. As noted in [28] most

solutions, such as [4] [35], distribute a certificate revocation list (CRL) to other nodes. The authors

of [28] argue that these proactive pushing mechanisms are inadequate since it constantly consumes

network resources. Although we agree with [28] that (suspected) key compromises can happen

more often in wireless networks than in conventional networks, we do not believe that it will

increase traffic to such an extend that the pushing mechanisms of [4] [35] will constantly consume

resources. If this is the case, i.e. keying material is frequently under suspision, then surely the

security mechanisms implemented on the mobile devices themselves are inadequate.

Luo et al [28] takes on a “joint authority” approach with an online revocation authority to support

the periodic update of certificates. As noted in [28], the renewal of certificates addresses only
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(possible) compromised private keys, rather that keys known to be compromised. In order to

revoke compromised certificates the system requires an intrusion detection mechanism, which is

hard to achieve in ad hoc networks; current solutions are vulnerable to attack [28]. For this

reason, [28] provides only interfaces for possible future suitable intrusion detection solutions (IDS).

Zhang et al [34] provide a realistic framework for intrusion detection in ad hoc networks. A suitable

IDS will comprise of local and cooperative detection mechanisms [34]. It is evident that if a (local

or cooperative) IDS detects the presence of a compromised node it has to notify all the nodes in the

network as soon as possible of the intrusion in order to minimize the impact. An IDS will therefore

most likely have to immediately broadcast the intrusion evidence to all network participants; it is

widely known that broadcasting can be used to reach most of the nodes with high reliability [48].

Given the definition of key management [11] and as pointed out in [28], certificate revocation

(retraction) should be independent of the IDS. The requirements for key management (with respect

to key revocation) do not include how intrusions are detected and how all nodes are notified, but

rather how the key management scheme prevents nodes from using a certificate belonging to a

node marked as compromised by the IDS.

AuthBasedPKM: certificate revocation.

With reference to the discussion above, a localized authority domain approach to certificate revo-

cation is very attractive and in our view the only way to 1) keep certificate revocation independent

from the IDS and 2) eliminate any form of online authority. In the proposed scheme, AuthBased-

PKM certificate revocation works as follows:

Each node is responsible to construct a local CRL which holds the certificates of the nodes that

as been cited by the IDS to be compromised. This means that if the node received a revocation

instruction from the (local or cooperative) IDS it will add the certificate of the compromised node

to its CRL. Nodes will deny network services to nodes in their CRLs. Next, we discuss how

AuthBasedPKM control the use of keying material as a requirement of key management [11].

The proposed certificate revocation scheme is based on CertRelay as discussed in Section 2.4.3.1.

The certificate revocation scheme requires minor modifications to the logic that CertRelay uses

to disseminate key material. The new decision tables, Table 2.2 and Table 2.3, based on Table

2.1, explain CertRelay with certificate revocation from the routing control packet (RCP) receiver

node’s perspective (see Figure 2.1). The modifications is due to the following requirements: Nodes

RN, PN (and ON when PN = ON) need to check that the certificates of RN and PN is not

within its CRL. If any of the certificates are revoked then the RCP is dropped and CertRelay
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Table 2.2: Message exchange decision table for RN including certificate revocation: case 1

Case 1: ON IP address = PN IP address

Case# ON cert stored PN cert stored Actions in sequence
1a no no RN: CertRN ∈ CRLRN , DROP RCP, ABORT

RN: CertRN /∈ CRLRN , CertRN −→ ON
ON: CertRN,ON ∈ CRLON , DROP RCP, ABORT
ON: CertRN,ON /∈ CRLON , CertON −→ RN
RN: CertON ∈ CRLRN , DROP RCP, ABORT
RN: CertON /∈ CRLRN , process RCP

1b yes yes CertRN,ON ∈ CRLRN , DROP RCP, ABORT
CertRN,ON /∈ CRLRN , process RCP

aborts. CertRelay thus effectively prevents the routing protocol from establishing a route via

any honest node that detects a revoked certificate in the chain. Users that are denied networking

services will have to visit the offline authority (e.g. network administrator) to investigate any

compromise and to negotiate for a new base public/private key pair using the APKE protocol

detailed in Section 2.3.

In summary, with the modified CertRelay we propose a solution to the certificate revocation

problem. The solution is based on the notion that it is the responsibility of the intrusion detection

system to 1) detect compromised nodes and 2) deliver intrusion detection evidence to all network

participants. It is therefore not within the scope of the key management scheme to detect intrusion

and to distributed intrusion related evidence. These assumptions are consistent with the definition

of key management in [11]. The key management scheme has to action the certificate revocation

instruction from the IDS, hence ensure that the compromised keying material as per the CRL

is not used to further secure communications and hence to deny network access to compromised

nodes.

2.4.3.4 Certificate renewal

In order to ensure the security of keying material and as required by other applications, certificates

may need to be renewed.

AuthBasedPKM: certificate renewal

AuthBasedPKM makes use of a self-updating system based on the self-organized subordinate key

renewal procedure as discussed in [12] [13]. As mentioned in Section 2.4.2, nodes do not use their

base key pair for any real communication, but should derive a subordinate key pair (x′i, y
′
i) from
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Table 2.3: Message exchange decision table for RN including certificate revocation: case 2

Case 2: Originator IP address 6= PN IP address

Case# ON cert stored PN cert stored Actions in sequence
2a no no RN: CertRN ∈ CRLRN , DROP RCP, ABORT

RN: [CertRN ‖ CertQ −→ PN ],
PN: CertRN,ON,PN ∈ CRLPN , DROP RCP, ABORT
PN: [CertPN ‖ CertON −→ RN ]
RN: CertPN,ON ∈ CRLRN , DROP RCP, ABORT
RN: CertPN,ON /∈ CRLRN , process RCP

2b yes no RN: CertRN,ON ∈ CRLRN , DROP RCP, ABORT
RN: [CertRN −→ PN ],
PN: CertRN,ON,PN ∈ CRLPN , DROP RCP, ABORT
PN: [CertPN −→ RN ]
RN: CertPN ∈ CRLRN , DROP RCP, ABORT
RN: CertPN /∈ CRLRN , process RCP

2c no yes RN: CertRN,PN ∈ CRLRN , DROP RCP, ABORT
RN: [CertQ −→ PN ],
PN: CertRN,ON,PN ∈ CRLPN , DROP RCP, ABORT
PN: [CertON −→ RN ]
RN: CertON ∈ CRLRN , DROP RCP, ABORT
RN: CertON /∈ CRLRN , process RCP

2d yes yes CertRN,ON,PN ∈ CRLRN , DROP RCP, ABORT
CertRN,ON,PN /∈ CRLRN , process RCP

the base key pair. The secondary public key is then used for actual communication rather that

the base public key. This significantly reduces the probability of a successful attack on a node’s

base key pair or the other cryptographic techniques in use [11]. The certificate renewal process is

as follows:

Any user Pi can renew its subordinate key pair with a self-organized subordinate key renewal

procedure: Pi simply chooses a new random number k′′i ∈R [1, q − 1] and computes its renewed

subordinate private key as:

x′′A = xA + H(KIA ‖ r′′i )k′′A mod q, (2.7)

where r′′i = gk′′i . Pi compute its renewed subordinate public key as y′′i = gx′′i and generate a new

subordinate certificate Cert′′i = [KIi ‖ y′′i ‖ CertNoi + 1 ‖ IssueDate′′i ‖ V alPeriod′′i ‖ α′′i ‖ β′′i ].

Since nodes are responsible for their own keying material, they can renew their subordinate key pair

as frequently as desired or as governed by the global certification policy implicitly dictated by the

off-line authority. Nodes will however most likely renew their key pair in the following instances:

when the user distrusts the subordinate public/private key pair or when the set certificate validity
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period V alPeriod′i has expired.

Dealing with expired certificates: In the case of an expired certificate the renewed certificate Cert′′i

is distributed via the key distribution mechanism, CertRelay, proposed in Section 2.4.3.1. After

a node has updated its expired subordinate public/private key pair and corresponding certificate

it starts to use the new private key x′′i for signing all routing control packets (for example route

request messages). Any node that attempts to verify the signature will fail to validate the signature

and check its certificate repository if the certificate has expired. Alternatively, a node can check

if a certificate has expired before using the public key for verification purposes. If a certificate is

found to be expired the node will request the renewed certificate via a CertQ message from the

previous node in the chain.

Dealing with user suspected certificate compromise: In case a user suspects its certificate to be

compromised an instruction should be given the the IDS to act immediately to limit possible

misuse of the private key; the IDS will most probably distribute a certificate revocation message

to all nodes in the network via a reliable broadcast mechanism as proposed in [48]. We propose

that the certificate revocation message should be flagged and CRLs should be updated with the

subordinate certificate and not the base key pair to allow the user to renew the subordinate key

pair. If a suspected certificate is found to be revoked then the node will request the renewed

certificate via a CertQ message from the previous node in the chain.

2.5 Discussion on the Security and Features of AuthBased-

PKM

In this section we analyze the proposed scheme against the requirements given in Section 2.1.

· Robustness and routing independent: The proposed scheme overcomes the inherent

dynamic network topology by making the underlying certificate distribution protocol inte-

grated, but independent from the routing infrastructure. AuthBasedPKM does not rely on

the routing scheme to provide it with routes to distribute certificates. Key material is relayed

along a virtual chain using one-hop communication only. We show in Section 2.5.2.3 that the

one-hop certificate exchange success rate varied between 86 % and 97 % which confirm the

effectiveness of localized communication in wireless networks. If a link fails and CertRelay

cannot exchange certificates between a node pair, the route would also have failed with a

high probability. The routing protocol is designed to overcome this problem by design and
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we exploit this inherent capability to achieve robustness for our scheme.

· Progressive robustness: As discussed above the key management scheme overcome the

impact of the dynamic network topology by exploiting the routing protocol’s inherent ability

to respond to route failures. By analyzing our simulation (discussed in Section 2.5.2.3) we

observed that higher node mobility and the error-prone, shared wireless channel result in more

route failures as a result of various factors such as link failures, nodes moving out of range,

traffic congestion, data errors etc. All of this causes route failures. The routing protocol

responds by setting up a new route which triggers our certificate distribution mechanisms to

set up security associations as required by the routing protocol. CertRelay therefore exploits

the affect of these characteristics on the network topology to the advantage of security.

· Fully distributed and offline authority-based: From the description of the key ma-

nagement scheme in Section 2.4 it is evident that each node is its own authority domain and

perform exactly the same function. The scheme is fully distributed and there is no convenient

point of attack such as a distributed online CA.

· On demand availability and automation: The certificate distribution mechanisms is

triggered by the routing protocol and the end result is that all the certificates required to

secure the route is readily available. From the discussion in Section 2.4.3.1 it is clear to see

that two nodes that want to securely communicate would have automatically exchanged cer-

tificates in order to secure the route. The keying material is therefore immediately available

to secure any further communication and does not need any user involvement.

Next, we discuss the security/survivability of AuthBasedPKM in Section 2.5.1, followed by its

performance in Section 2.5.2. The remaining requirements such as abstraction, efficiency and

key freshness are also discussed in the following sections.

2.5.1 On the Security of AuthBasedPKM

Considering the proposed scheme’s system and adversary model, given in Section 2.4.1, it becomes

clear that an adversary will attack the scheme mainly in the following ways:

1. AuthBasedPKM allows authorized users to negotiate with an off-line authority for an authority-

based public/private key pair using the authority-based public key establishment (APKE)

protocol proposed in Section 2.3. An adversary may attempt to forge an authority-based

public key, satisfying Equation 2.3, but will also have to provide a knowledge proof of the
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corresponding private key. Forgery will allow an adversary to either spoof the identity of a

legitimate user or join the network as a perceived “authorized” entity. See Section 2.5.1.1 for

further discussion on the security of the APKE protocol.

2. From Equation 2.6, an adversary can attempt to forge a subordinate public key y′′i that sat-

isfies y′′i = gx′′i = yi(r′i)
H(KI′i) mod p. We provide a strong security argument for subordinate

public keys in [12]. The philosophy behind the security argument is well described by Koblitz

and Menezes [49].

3. The sub-ordinate public key generation scheme presented in Section 2.4.2 only provides im-

plicitly authentic public keys. Users generate subordinate certificates to bind their key pairs

to their keying information KIi as defined in Section 2.3 and to prove knowledge of the

subordinate private key which result in an explicitly authentic public key. An adversary

may attempt to forge a subordinate certificate by binding a forged subordinate public key

y′′i to the users valid keying information KIi. Forging a subordinate certificate is however

unlikely as the modified ElGamal type signature scheme used to generate a signature over the

content of the certificates are formally proven secure in Random Oracle and Generic Model

(ROM+GM) in [12].

4. In the post-initialization phase users exchange their certificates on a need-to-know basis using

CertRelay, presented in Section 2.4.3.1. An adversary may attempt to:

(a) Preventing users from exchanging certificates on a need-to-know basis (with the possible

motivation to prohibit route discovery). We note that AuthBasedPKM will not degrade

the security of the routing infrastructure, but may result in the failure of the routing

mechanism if certificate exchanges initiated by the route control messages are unsuc-

cessful. This is however not a problem since an adversary that is able to force certificate

exchange failure by disrupting the channel, for example, through jamming the medium

or by sinking packets by perpetrating a man-in-the-middle (MITM) attack [50] can just

as well disrupt the routing protocol by blocking the routing control messages.

(b) Trigger false or erroneous certification exchanges by sending “bogus” or unauthorized

routing control messages or certificate queries. These certificate exchanges will ulti-

mately be to the benefit of security. Bogus messages are defined as an authentic mes-

sage with incorrect contents which can be sent by either a corrupt authorized user or a

compromised authorized node. Unauthorized messages are normally sent by an active

adversary who injects messages into the communication channel. See Section 2.5.1.3 for

a discussion on the security of the certificate distribution mechanism.
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2.5.1.1 On the security of the proposed authority-based public key establishment

(APKE) scheme

We refer to the combined security model, the Random Oracle and Generic Model (ROM+GM),

proposed by Schnorr et al. [51] [52]. The security of the proposed APKE scheme, proposed in

Section 2.3, can be formally proven against one-more forgery in ROM+GM. As described by

Schnorr et al. we also assume an interactive, generic adversary A.

Given the system parameter setup in Section 2.3, resilience against the one-more forgery attack

prevents A from performing t generic steps, which includes l sequential interactions with an off-

line (certificate) authority, to produce l + 1 valid authority-based public/private key pairs with

probability better than (t
2)
q .

Any adversary can produce an authority-based public key y′A that satisfies Equation 2.3 by choosing

a random number k′A ∈ [1, q], computing r′A = gk′A and generating y′A = yCA · (r′A)H(KI′A) mod p.

This is however not a security vulnerability since the adversary does not know x′A where y′A = gx′A .

As also pointed out by Petersen et al [42], public keys verified by any outsider V via Equation

2.3 is only accepted as implicitly authentic. This implies the adversary A will have to provide a

knowledge proof of private key x′A to V before y′A is taken as explicitly authentic. The aim of

the security proof is thus to show that an adversary A can obtain private key x′A that satisfies

y′A ≡ gx′A = yCA · (r′A)H(KI′A) mod p with only a negligible probability.

Theorem 1. Let a generic adversary A interact with a off-line (certificate) authority (CA) and

be given g, the public key yCA and an oracle for H. A performs t generic steps which include l

sequential interactions with the CA. With a probability space consisting of yCA, H and the coin flips

of the CA, it is not possible for A to produce l + 1 authority-based private keys with a probability

better than (t
2)
q .

In the following proof Lemma 1 and Lemma 2 are those defined and proved in [51].

Proof. [following Schnorr et al. [51]]

As given by Lemma A defined below, the group element fi′ = g
s′i
c′
i g
− x

c′
i = g〈αi′ ,(1,x,k)〉 for an arbi-

trary i ≤ t′. A receives hash query c′i = H(m ‖ g
s′i
c′
i g
− x

c′
i ) and needs to find s′i which satisfies Equa-

tion 2.11. The adversary A is thus required to solve a linear polynomial s′i = xCA +c′i〈αi′ , (1, x,k)〉
at (xCA,k). By Lemma 2 presented by [51], xCA is statistically independent from (αi′ , (1, x,k)),

excluding prior collisions fj = fk. By Lemma 1 presented in [51], it is known that such collisions
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will only occur with an upper bound probability of (t′
2)
q . On the other hand, by Lemma A, adver-

sary A must choose c1, . . . , cl for each signature (m′
i, c

′
i, s

′
i) that satisfies Equation 2.8 such that

xCA cancels out. In the case of a sequential attack, without any collisions among the computed

group elements f1, . . . , ft′ , the system of l + 1 equations for c1, . . . , cl is solvable with an upper

bound probability of (t′′
2 )
q , where t′′ denotes the number of queries to H [51]. Equation 2.12 shows

that adding c′iz
′
i to s′i has no effect on the solvability of Equation 2.8 and thus give A no addition

advantage. It follows from (t′
2)
q + (t′′

2 )
q ≤ (t

2)
q , that (t

2)
q is the highest probability for A to succeed

in a sequential, one-more forgery attack on the authority-based public key establishment scheme

presented in Section 2.3.

Lemma A. Let the triplet (KI ′i, c
′
i, s

′
i) be an signature generated by the CA with a probability

better than 1
q , where KI ∈ M in ROM. The triplet serves as intermediate keying material for

the authority-based private key triplet (KI ′i, c
′
i, x

′
i). The c′i-coordinate then coincides with the value

H(m ‖ f) corresponding to the hash query (m ‖ f). From Equation 2.1, gk = g
s
c g−

xCA
c . The hash

query (m ‖ f) ∈ G ×M , satisfies c′i = H(m ‖ f) = H(m ‖ g
s′i
c′
i g
− xCA

c′
i ), where the group element

f = f ′i for some arbitrary 1 ≤ i′ ≤ t′. As shown in Equation 2.2 the adversary A adds the product

of a random number (z′i) and H(m ‖ f) to produce the final authority-based private key triplet

(KI ′i, c
′
i, x

′
i).

The parameters (KI ′i, c
′
i, s

′
i) also satisfy:

c′i =
1

−αi′,1 +
∑l

k=1

[
αi′,k c−1

k

] (2.8)

s′i = c′i

[
αi′,0 +

l∑

k=1

αi′,k
sk

ck

]
, (2.9)

while (KI ′i, c
′
i, x

′
i) satisfies Equation 2.8 and the following:

x′i = c′i

[
αi′,0 +

l∑

k=1

αi′,k
sk

ck
+ z′i

]
(2.10)

In the following proof, Lemma 2 is as defined and proved in [51].

Proof. [following Schnorr et al. [51]]

The triplet (KI ′i, c
′
i, s

′
i) define a signature based on equation c′i = H(m ‖ g

s′i
c′
i g
− xCA

c′
i ). Adversary A

as no choice but to query hash oracle H otherwise the equality will only hold with a probability of
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1
q in ROM. Since 1 ≤ i′ ≤ t′ denotes the index of f among the computed group elements f1, . . . , f

′
t ,

the group element can be written as fi′ = g
s′i
c′
i g
− xCA

c′
i = g〈αi′ ,(1,xCA,k)〉. This follows from the fact

that A computes group elements f ′i = gai,0y
ai,1
CA gk1ai,2+···+klai,l+1 = g〈αi′ ,(1,xCA,k)〉 in the generic

model. It follows from the previous equations and kk = sk

ck
− xCA

ck
, that:

s′i = xCA + c′i logg

[
g

s′i
c′
i g
− xCA

c′
i

]
= xCA + c′i〈αi′ , (1, xCA,k)〉 (2.11)

s′i = c′i

[
αi′,0 +

l∑

k=1

αi′,k
sk

ck

]
+

xCA

[
1 + c′i

[
αi′,1 −

l∑

k=1

αi′,k
1
ck

]]
(2.12)

In order for the generic adversary A to calculate the correct s′i, A must find c′i such that xCA

cancels out. A must therefore select c1, . . . , cl that satisfies Equation 2.8.

If xCA cancels out, x′i can be computed by A as specified by Equation 2.10.

In the case that xCA does not cancel out in the equality given by Equation 2.12, the equality will

only hold with probability 1
q since xCA is statistically independent from non-group data by Lemma

2 presented in [51].

Adversary A adds c′iz
′
i to s′i which yields:

x′i = xCA + c′i logg

[
g

s′i
c′
i g
− xCA

c′
i

]
+ c′ik

′
i = xCA + c′i〈αi′ , (1, xCA,k)〉+ c′iz

′
i (2.13)

x′i = c′i

[
αi′,0 +

l∑

k=1

αi′,k
sk

ck
+ z′i

]
+

xCA

[
1 + c′i

[
αi′,1 −

l∑

k=1

αi′,k
1
ck

]]
(2.14)
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2.5.1.2 On the security of subordinate public keys and hash based identifiers

The security analysis of the subordinate public key generation scheme and hash based identifiers

(Section 2.4.2), as discussed in [12] [13], is repeated here for the sake completeness:

Subordinate public keys

From any entity’s perspective, Equation 2.6 can only provide implicit authentication for subordi-

nate public key y′i, i.e. the verification procedure gives no assurance that Pi knows the correspond-

ing private key x′i. The authenticity of the subordinate public key only becomes explicit when Pi

uses it for a cryptographic procedure which inherently provides a proof of knowledge of x′i.

An adversary A that wants to produce a forged subordinate public key must compute a public key

y′A that satisfies:

y′A = yi · (rA)H(KIA) mod p (2.15)

A does not know loggy
′
A and will consequently fail to produce a valid signature that satisfies Equa-

tion 2.6. This serves as motivation for introducing subordinate certificate generation in Section

2.4.2, which allows the subordinate public keys to be explicitly authenticated. It will thus be

appropriate to assess the security of the proposed subordinate public key generation protocol in

conjunction with the signature (α′i, β
′
i) on mi = [KIi ‖ y′i] as described in Section 2.4.2. It is noted

that (α′i, β
′
i) is produced via the secure signature scheme presented in [12] [13]. The verification

equation on (α′i, β
′
i) is given as:

gα′i = y′i · (β′i)H(mi‖β′i) mod p (2.16)

Substituting Equation 2.6 into Equation 2.16 yields:

gα′i = yi · (ri)H(KIi) · (β′i)H(mi‖β′i) mod p, (2.17)

which has the following signature equation:

α′i = xi + H(KIi)(ki)

+H(mi ‖ β′i)(loggβ
′
i) mod q (2.18)

An entity which explicitly authenticates y′A via Equation 2.6 and Equation 2.16, indirectly verifies
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Equation 2.18 in two steps. From Equation 2.17 and Equation 2.18 it is concluded that an adversary

A can only generate a forged subordinate public key with an upper bound probability of (t
2)
q in the

ROM+GM security model (as per Theorem 1 [12] [13]). Furthermore it shows that the verifier of

Equation 2.6 and Equation 2.16 can be assured that the party with IDi, generated via Equation

2.4, knows the base private key xi corresponding to yi.

Another point of concern is that a compromise of the subordinate private keys may reveal infor-

mation about the base or primary private key. From Equation 2.5 it can be seen that the base

private key x′i is blinded from the subordinate private key x′i by the addition of a random number

k′i. This is the same mechanism that is used by all ElGamal type signatures to protect private keys

from being derived from valid signatures [53]. An adversary A that compromises a subordinate key

pair (x′i, y
′
i) therefore has the same probability of gaining knowledge of the base private key xi as

someone with a valid signature ElGamal signature, generated via the signature scheme presented

in [12] [13].

Hash based identifiers

The security of crypto-based identifiers has been extensively reviewed in [54] [55] [56] [33]. As noted

from the specification of the proposed key management scheme, AuthBasedPKM is not bound to

any specific hash function. Such a secure hash function can be carefully chosen on deployment

of the protocol. For example, currently SHA-1 [57] with a 160-bit output will provide adequate

security since 280 hash operations are needed to find a collision on SHA-1 using a brute-force attack.

The most recent known attack on SHA-1, presented in [58], shows that a collision on SHA-1 can be

found with a complexity of less than 269 hash operations. Note however, that an attacker also has

the additional computational overhead of one full exponentiation in order to find a valid public key

before computing the hash function. Clearly the additional time complexity of the exponentiation

makes the spoofing of network addresses impractical [12] [13].

2.5.1.3 On the security of CertRelay

The security of the key distribution scheme presented in Section 2.4.3.1 will be discussion next:

To ensure the integrity of all messages sent by CertRelay we require that messages are signed

using a secure digital signature scheme (for example RSA). Ideally CertRelay should use the

same signature scheme as deployed by the underlying routing protocol. A unique sequence number

or random number (to guarantee the uniqueness of each message) must also be included in the
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messages to avoid replay attacks.

In the remainder of the section we will analyze the security of CertRelay in the authenticated-links

adversarial model (AM) of Bellare, Canetti, and Krawczyk [59]. Cagalj, Capkun and Hubaux [50]

also uses AM to prove the security of their scheme, which supports our use of AM. As formally

proven in [59] and further explained in [50], a strong security argument in the AM model (or ideal

world model) will also apply in the unauthenticated links model (UM) by correctly applying a

signature-based message transmission (MT)-authenticator to each message sent. The security of

the protocol, if provably secure in an authenticated network, can then be conveniently reduced to

the security of the digital signature scheme in an unauthenticated network [59]. The goal is thus

to show that CertRelay is secure in AM, which will imply equivalence in UM. Without losing

credence in the security argument we will keep our treatment informal, but firmly rooted in the

formal foundations of the AM adversarial model defined by [59].

Consider Case 1a in Table 2.1, which portrays a generic communication scenario in CertRelay.

The discussion also applies with minor modifications to any of the other cases (Case 1b to 2d).

Let ON be party A and RN party B 5. Note that in Case 1a the originator node is the same

entity as the previous-hop node (ON = PN). An AM adversary (M) models the authentication

protocol executed by party A and party B (from A’s perspective) as an oracle
∏s

A,B with session

ID s ∈ N [60]. In the same way, queries sent to B from M and the corresponding responses are

modelled by oracle
∏t

B,A, where session ID t ∈ N. Using the notation of [50], the timely messages

sent to and received from
∏s

A,B are denoted by conversation convA and convB for
∏t

B,A. Oracles
∏s

A,B and
∏t

B,A have matching conversations (as defined in [60] and further explained in [50]) if

message m sent out by
∏s

A,B at time τi is received by
∏t

B,A at time τi+1.

In the AM model the adversary M has full control, that is, M can activate or corrupt parties

at random, but cannot forge or replay messages to impersonate uncorrupted parties and is also

bound to deliver sent messages faithfully [59]. The CertRelay CertRelay protocol commences byM
activating

∏s
A,B at time τ0. The outgoing routing control message Rmsg of contains the identity (or

network address) of A 6. The AM adversary cannot modify the network address (identity) in the

AM model by definition (see [59]) and has to deliver the message to
∏t

B,A, modelling an arbitrary

party B of M’s choice7. Incoming message Rmsg activates
∏t

B,A to respond with B’s certificate

CertB at time τ1 (any other activation will not comply with CertRelay). CertB (containing the

5We assume that both A and B can be trusted to behave as specified by CertRelay, otherwise there is not much
to discuss.

6Once M has activated
Qs

A,B for an arbitrary party A, M cannot alter the identity of A anymore without
violating CertRelay or the rules of AM.

7Party B does not necessarily know the identity of A a priori and does not need to until B receives Rmsg from
A. If B receives the Rmsg, M cannot alter the identity of B anymore without violating CertRelay or AM.
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identity of B) is appended to A’s identity and delivered to
∏s

A,B as required ofM. Up to this point

there is not much the adversary can do to attack the protocol; according to the definition of AM,

M can activate any of the oracles (in an appropriate manner in compliance with the CertRelay

protocol), but cannot forge messages coming from the oracles that simulate uncorrupted parties (A

and B) and has to deliver the outgoing messages after activation to the oracles. In the next round

the AM adversary has no option but to activate
∏s

A,B which will respond to
∏t

B,A with CertA

(containing the identity of A, appended with the identity of B) at time τ2. Since τ0 < τ1 < τ2 < τ3

and convA and convB are matching conversations, as illustrated below, both oracles will output

“Accept” 8.

convA = (τ0,⊥, Rmsg), (τ2, CertB,CertA);

convB = (τ1, Rmsg, CertB), (τ3, CertA,⊥);

As described above the AM adversary cannot attack CertRelay in the AM model without break-

ing the rules of AM or modifying the oracles not to comply with CertRelay. Considering the

communication model of [59] and the security argument above, it is clear that CertRelay is a

message driven protocol (as defined in [59]) that forces matching conversations between parties

that engage via CertRelay. CertRelay is therefore a secure mutual authentication protocol

(with authenticated data as described by [60]) in the AM model:

As mentioned above CertRelay can be transformed from a secure AM protocol to a secure UM

protocol using a signature-based MT-authenticator [59]; each unique message m (containing the

identity of the sender) is signed with the private key of the sender. The signatures are verified with

the sender’s corresponding public key. Each public key is bound to the identity of the corresponding

private key holder by an offline authority to form a certificate. As assumed in the system model (see

Section 2.4.1) each network participant has the authentic public key of the offline authority readily

available to verify the authenticity of the received certificates. Successful verification convinces the

receiver of the binding between the public key and the user’s identity (network address). Since

the certificates are included in the exchanged messages, it is therefore clear that CertRelay is a

mutual authentication protocol in the UM model with an exchange of implicitly authenticated data.

As a final observation we note that the probability of No-Matching, as defined in [60], between

convA and convB (in the UM model) is given by the probability that the adversary can break the

underlying signature scheme, which should be negligible if the signature scheme is carefully chosen

and securely implemented.
8To remain compatible with [50] we also use ⊥ to denote that a party receives/sends no message in the corre-

sponding time τi.
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2.5.2 On the Performance of AuthBasedPKM

First we analyze the efficiency of AuthBasedPKM for the initialization (online) and post-initialization

(offline) phases. In Section 2.5.2.3, we evaluate the performance of AuthBasedPKM in a simulation

study.

2.5.2.1 Efficiency of AuthBasedPKM initialization phase

The initialization phase is performed by each node before joining the network and therefore has

no impact on network performance. This process should however still be as efficient as possible.

Each node P i performs 4 exponentiations (exp), 3 random number generations (Rgen) and 3

hash computations (H(·)) (The 2 multiplications and 2 summations have insignificant impact on

the time complexity in comparison with the exponentiations). The initialization phase has no

communication cost. The user only needs to visit the offline authority once before joining the

network and will not experience any noticeable time delay due to the cryptographic initialization

operations.

2.5.2.2 Efficiency of AuthBasedPKM post-initialization phase

The post-initialization phase of AuthBasedPKM is defined by the certificate distribution scheme,

called CertRelay (see Section 2.4.3.1). The efficiency analysis of CertRelay in an ideal setting,

i.e. assuming guaranteed connectivity, is rather easy. Certificate exchanges all take place on

a peer-to-peer basis. From Table 2.1 it can be seen that all the exchanges take at most two

asynchronous rounds with one unicast message from each node. Each node pair only exchanges

their certificates once on a need-to-know basis. Although it is possible to derive an analytical

model to evaluate the performance, such a model will be of limited use as it will be dependent on

many assumptions related to the wireless channel, MAC protocol, routing protocol, mobility model

etc. In the following section we evaluate CertRelay in a more realistic setting using simulations as

commonly done in the evaluation of ad hoc network protocols.

2.5.2.3 Simulations

The performance of AuthBasedPKM was evaluated in a simulation study where the dynamic net-

work topology caused by factors such as poor connectivity and route failures (due to the error-prone
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wireless channel, node mobility, traffic congestion etc.) have an impact on the network operation.

The ease of coding AuthBasedPKM in the ns-2 simulator [61] confirmed the low implementation

complexity of the proposed key management scheme.

Simulation model: In the simulation of AuthBasedPKM we used the IEEE 802.11b physical layer

and medium access control (MAC) protocols included in the ns-2 simulator. The radio-model was

set to a nominal bit-rate of 11Mb/s and a transmission range of 250m. The network area for all

simulations was set to 1000m x 1000m. The ns-2 constant bit-rate (CBR) traffic generator was

used to set up the connection patterns. For all simulations a 512byte CBR packet size was used

and the traffic loading was varied between 1 CBR packet/sec and 7 CBR packets/sec. The size of

certificates was also set to 512 bytes. The total of 50 nodes, each had one CBR traffic connection

with a single unique destination. The traffic sources were started within the first 60sec of each

1000sec simulation. We note that this is unlikely to occur in practice, but it is an effective strategy

to force as much certificate distribution activity as possible from the start of network formation.

The choice of an appropriate mobility model is a problem and it is unlikely that everybody will

agree with any specific choice. Although mobility models for ad hoc networks have received much

attention lately [62], a widely used, “realistic” mobility model is not available and it is unlikely

to appear due to the application specific nature of mobility patterns. To be consistent with most

literature the random waypoint model was chosen to simulate node mobility. It can be argued that

such a model does not always reflect reality. For example, [5] presents a mobility model which more

“accurately” reflects how nodes would move in reality. This model is referred to as the Restricted

Random Waypoint mobility model [5]. Rather than choosing its destination as a random point on

the plane, a node chooses a destination point from a finite set with probability ρ and a random

point with probability 1−ρ. This model clearly fuels the rate that nodes come within “close” range

since they move towards common meeting points with a higher probability. Nevertheless, to be

consistent with most literature, mobgen-ss [63] was chosen as a mobility scenario generator based

on the random waypoint model. It is pointed out that the setdest mobility generator included in

the ns-2 distribution is flawed [63]. The initial probability distribution of setdest differs at a later

point in time as it converges to a “steady-state distribution” [63].

We wanted to observe the effectiveness of CertRelay at very low (almost stationary), moderate and

high node mobility. In the simulations the mean speed was set to 0.1m/sec, 5m/sec and 20m/sec

for each traffic scenario. These mobility speeds are widely used in ad hoc network simulations

based on the random waypoint model. Since a pause time greater than zero reduces the relative

node speed, the pause time was set to zero.
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The Ad Hoc On-demand Distance Vector (AODV) routing protocol [64] was chosen for the simu-

lations. The implementation of CertRelay in CertRelay in ns-2 closely followed the discussions in

Section 2.4.3.1 and will not be explained here in repetition.

We limited the scope of our analysis to the routing and upper layers; we do not consider the message

overhead occurred on the lower layers as the effect of this will manifest in the upper layers.

Simulation results: Next, we present the simulation results of AuthBasedPKM. The aim is to make

an assessment of AuthBasedPKM’s impact on network performance. The following two metrics

are observed: 1) Constant bit-rate (CBR) packet delivery ratio (PDR) as a function of mobility

and load. 2) CBR packet end-to-end delay as a function of mobility and load.

In Figure 2.2, it can be seen that the PDR of the “CBR reference” simulation corresponds closely

with that of the “CBR with CertRelay” simulation. In fact, we can claim that the impact on

network performance is negligible for 0.1m/sec, 5m/sec and 20m/sec mobility. As per design

specification, AuthBasedPKM exploits the dynamic network topology; as the mobility increases

and the topology changes more rapidly the CBR and “CBR with CertRelay” simulations become

even more correlated (see Figure 2.2). The mobility characteristic of ad hoc networks is widely

regarded as a limiting factor, as it is a major contribution to route failures and hence changes in

network topology. The close relation between the CBR and “CBR with CertRelay” at 0.1m/sec

indicates that AuthBasedPKM in contrast to previous efforts [5] does not rely on mobility. We

believe that [5] mainly indicates that mobility can aid security on the application layer. We thus

make a novel contribution and show that the dynamic network topology (caused by mobility among

other factors) can aid security on the routing layer without forcing security to depend on mobility.

To place the PDR vs. load results into context, the average CBR packet end-to-end delay is shown

in Figure 2.3. The figure confirms that CertRelay does not add any significant delay to the delivery

of CBR packets for 0.1m/sec, 5m/sec and 20m/sec mobility.

We further investigate AuthBasedPKM’s negligible impact on network performance. Figure 2.4

shows the cumulative number of certificates sent by AuthBasedPKM vs. simulation time. As per

the simulation model all CBR flows were started within the first 60sec of the 1000sec simulation.

The objective was to stimulate as many certificate exchanges as possible in order to establish the

worst case impact of the proposed certificate distribution on network performance. Figure 2.4

indicates that there is a flurry of certificate distribution in the first 100sec, after which the graphs

level off. This means that our scheme can set up almost 100 % of the security associations in

under 100 sec. Closer inspection reveals that the rate of certificate distribution increases with
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mobility. We can also see that the 20m/sec plot remains almost completely level after 100sec while

there is still some certificate exchange activity after 100sec in the 0.1m/sec and 5m/sec mobility

scenarios. Our investigations into the ns-2 trace files have shown that with 20m/sec mobility most

certificates are exchanged on a peer-to-peer basis as the nodes roam the network. As the mobility

decreases the availability of the routing control packet originator node’s certificate decreases and

more certificates are being relayed along the chains during the remaining duration of the simulation.

Figure 2.4 indicates that an increase in mobility fuels the rate at which security associations are

established, and also decreases the total number of certificates distributed during the simulated

timeframe. From the simulation results it is also clear that higher mobility causes more route

failures, which results in more route request messages transversing the network. As more route

requests are being broadcast, more localized certificate exchanges are initiated which increases the

rate at which security associations are being established.

AuthBasedPKM avoids dependence on mobility by using only localized (one-hop) communication.

Certificates needed from nodes not within the transmission range are relayed along the chain formed

by intermediate nodes. The effectiveness of this mechanism relies on the node’s channel access

success rate, which is MAC protocol specific. Figure 2.5 shows that this form of communication

with the IEEE 802.11b MAC protocol is very effective; between 86% and 95% of the certificates

sent between nodes on a one-hop basis are delivered. As the load increases one would expect

a significant decrease in the certificate delivery ratio. What we can see from Figure 2.5 is that

the certificate delivery ratio does decrease with an increase in mobility but does not deteriorate

significantly as the load increases. Considering Figure 2.4 and comparing Figure 2.3 with 2.5 show

that the performance of AuthBasedPKM improves relatively to the CBR packet delivery ratio as

the network topology becomes more dynamic. This confirms that the dynamic network topology

of ad hoc networks can be used to advance security. This also substantiates our claim that the

proposed certificate scheme is in fact not “dependent” on the routing infrastructure’s performance.

Considering the above discussions we can conclude that the message relaying mechanism of the

proposed scheme is a practical way of distributing keying material in ad hoc networks with low to

high mobility.

In Section 2.1 we argue that including public keys within the header of the routing control packets,

as used in [32] [33], is not an efficient solution. In Figure 2.6 and 2.7 we show simulation results

that support our notion. We simulated AODV with public keys of size 160 bit (20 byte), 256 bit

(32 byte) and 512 bit (64 byte), included in the routing control packet headers. These public key

sizes correspond to using elliptic curve cryptography with a moderate to high security level [65].

38



Chapter-2. Dynamic Network Topology Advances Security in Mobile Ad Hoc Networks

 40

 50

 60

 70

 80

 90

 100

 0  1  2  3  4  5  6  7  8

C
B

R
 P

D
R

 %

Load in pkt/sec

CBR - 50 nodes, 0.1 m/sec

CBR with CertRelay - 50 nodes, 0.1 m/sec

CBR - 50 nodes, 5 m/sec

CBR with CertRelay - 50 nodes, 5 m/sec

CBR - 50 nodes, 20 m/sec

CBR with CertRelay - 50 nodes, 20 m/sec
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The PDR figures show that the added overhead results in approximately 6 - 8 % decrease in

performance at moderate to high mobility (3/4 pkt/sec, 512 bit key). Including a more realistic

average certificate of size 0.5 to 1 kilobyte (1048576 bit) in the AODV header completely degrades

the network performance in the given simulation model. We deliberately kept the additions to the

AODV header small to show the result of adding keying material to the RCP headers.

Considering the impact on performance in terms of CBR packet delivery ratio only gives half the

picture. Figure 2.8 and 2.9 show the end-to-end delay which confirms that inflating the routing

control packets comes at the price of significantly degrading the network performance. As can be

seen from the plots, the end-to-end delay increases up to 0.24 sec at low or high mobility (4 - 5

pkt/sec, 512 bit / 64 byte key). We conclude that in general, as expected, the situation worsens

with an increase in node mobility, but what may be surprising is the performance sensitivity due

to marginal increases in the header size (for example 0 vs 20 byte included). This is explained by

the high volume of routing control packets. With inclusion of an average sized, 0.5 to 1 kilobyte

certificate in the AODV headers, the delay becomes impractical.

2.6 Conclusion

This chapter identifies a new problem within the area of key management and shows that a dy-

namic network topology can advance security for ad hoc networks. In response to the problem
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we contribute a novel authority-based public key management scheme, called AuthBasedPKM.

The scheme provides straightforward procedures to manage security associations in ad hoc net-

works. AuthBasedPKM meets a strong set of requirements such as breaking the routing-security

interdependence cycle and being progressively robust in a hostile environment.

The entire operation of the scheme eliminates any explicit dependence on the routing infrastructure

for certificate delivery; keying material is relayed along the chain without setting up and maintain-

ing a route. As a result, AuthBasedPKM is resistant to frequent route failures and node mobility.

The key management scheme overcomes the dynamic network topology by exploiting the routing

protocol’s inherent ability recover from route failures.

We propose a secure authority-based public key establishment (APKE) protocol that allows an

entity to negotiate with an off-line trusted authority for a public/private key pair in such a way

that the authority does not learn the private key. This protocol is a solid building block for our

peer-to-peer key management scheme.

The simplicity of AuthBasedPKM allows for a strong security argument in a widely accepted,

adversarial model. The nodes use the underlying key distribution scheme, CertRelay, to distribute

only authenticated information on a peer-to-peer basis, which provides provable protection against

forgery and undetected modification. The fully distributed scheme preserves the symmetric re-

lationship between the nodes and provides an adversary with no convenient point of attack. We

foresee the scheme to be applicable to a wide range of applications that need security associations

43



Chapter-2. Dynamic Network Topology Advances Security in Mobile Ad Hoc Networks

to be set up on the network layer, including vehicular networks and peer-to-peer (P2P) applications

over heterogeneous networks.

The effectiveness of AuthBasedPKM, its low implementation complexity and ease of integration

with existing secure routing protocols were verified through coding and simulating the scheme in

ns-2. We show that AuthBasedPKM has negligible impact on the network performance. It was

concluded that the message relay mechanism provides an efficient way to manage keying material.

The performance of AuthBasedPKM in fact improves as the network topology becomes more

dynamic, showing that a dynamic network topology advances security in ad hoc networks.
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Chapter 3

A Survey on Group Key

Management for Mobile Ad Hoc

Networks

3.1 Introduction

Mobile ad hoc networks allow users to establish communication without any fixed or pre-existing

infrastructure. The network therefore has no base stations, access points or remote servers. Nodes

that are within each others transmission range communicate directly, while relaying the messages

for those too far apart. The mobility of the nodes can lead to ’rapidly changing’ (dynamic) network

topologies. Nodes do not have any relationships prior to network formation due to the nature of

the applications of ad hoc networks [16].

Self-organized ad hoc networks are created solely by the end-users for a common purpose in an

unplanned, i.e. ad hoc fashion. In contrast to conventional networks the users therefore cannot

bootstrap the required security associations with the assistance of a priori shared information on

their nodes. This unique property demands distributed collaborative protocols that enable nodes

to establish security mechanisms without the assistance of a centralized online Trusted Third Party

(TTP).

Many researchers have already proposed peer-to-peer key management schemes that are suitable
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Figure 3.1: Dimensions of group key management.

for self-organized and authority-based ad hoc networks [16]. In contrast, the available literature

contains very few group key management schemes that are designed specifically for ad hoc networks.

Authors normally adapt group key management schemes for conventional networks to suite the

unique characteristics of ad hoc networks.

The military and commercial applications of ad hoc networks incorporate many group-oriented

applications [16]. The primary subdivision of group key management schemes emerges from the

variety of different application dependent group settings that exist in practice. In Figure 3.1, the

two main group key management settings are indicated within the dotted lines, namely:

• Group key management for centrally managed, non-collaborative groups.

• Group key management for dynamic peer groups (DPGs).

Large groups, found for example in internet multicast applications, are normally non-collaborative

and hard to control on a peer basis [1]. They therefore have a structured hierarchy and exhibit

one-to-many broadcast communication patterns [1] [9]. The control structure is maintained by a

centralized TTP, chosen prior to network formation.
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Figure 3.2: Common auxiliary key agreement operations [1].

DPGs tend to be relatively small collaborative groups (with membership in the order of a hundred)

where all group participants have a symmetric relationship and must therefore be treated equally

[1]. Such systems accordingly have no central point of control. This means that special roles,

such as a group controller, are also not fixed prior to group formation, but allocated to any group

member during and after group formation. These roles must be assigned based on group policy

and must be orthogonal to the key management scheme [1].

DPGs have many-to-many communication patterns and are dynamic in membership, i.e. members

join and leave at random. Since a common cryptographic key must be shared between group

members at all times, the dynamic membership makes key management protocol design complex as

the computational and communication overhead on the network has to be kept to a minimum [9].

Dynamic membership result in group key agreement protocol suites that accommodate initial

key agreement (IKA) and auxiliary key agreement (AKA) operations [1]. IKA refers to the key

agreement during the first group formation or group genesis, while AKA includes all subsequent

key agreement operations. The most common AKA operations are illustrated in Figure 3.2 [1].

Investigations within the available literature have shown that group communication in ad hoc

networks will generally occur in the form (or take on the properties) of DPGs. Considering the

characteristics and applications of ad hoc networks, as detailed in [16], the dynamic nature of

group communications in ad hoc networks as nodes join or leave the network becomes apparent.
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Secure key management with the ability to respond to these changes in group membership is at

the centre of providing network security for DPGs.

The main objective of this chapter is to analyze the existing group key management protocols for

DPGs with respect to their suitability for ad hoc networks.

A fundamental function of key management schemes is the establishment of keying material to

facilitate secure communication, that is, it is the first step towards protecting the confidentiality,

integrity and availability of information. Key establishment is a process whereby a shared secret

(session/symmetric key) becomes available to two or more communication entities, for subsequent

cryptographic use [11]. The type of key establishment on which the group key management scheme

is constructed, can be used to make a distinction between group key management schemes. As

illustrated in Figure 3.1, group key management schemes can either use key transport or key

agreement to establish shared keying material between group members:

• In a group key management scheme based on key transport, a centralized authority or TTP

shares a unique secret with each group member. The TTP or designated group controller

generates a session key and secretly transfer it to the other group members [1] [11]. The

case where a single entity (TTP or key server) generates and distributes keys to the group

members is defined as centralized group key distribution [9]. The case where any group

member is dynamically chosen as group controller to generate and distribute keys to the

other group members is defined as decentralized group key distribution [9].

• In a group key management scheme based on key agreement, the session key is derived col-

laboratively by all group members as a function of information contributed by, or associated

with the members, such that no member can predetermine the resulting shared key [1] [11].

If the individual contribution of each group member remains computationally secret from

all other parties (even when any subset of the members collude and use their shares in an

attempt to learn the individual secrets of fellow group members) then the scheme is called a

contributory key agreement scheme. In [1] contributory key agreement is defined as a proto-

col that gives a group key K = H(N1, . . . , Nn) as output, where H(·) is a collision resistant

one-way function and Ni is a secret key share randomly chosen by the ith group member.

A common offline TTP can also pre-distribute initial keying material to group members prior

to network formation. These are referred to as key pre-distribution schemes. Group members

can then collaborate on group formation and use the initial keying material to establish a

shared group key.
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This survey focuses in particular on group key management schemes for DPGs in conventional

networks due to their possible relationship to schemes that would be suitable for ad hoc networks.

It should however be clear that a group key management scheme designed for DPGs does not

necessarily adhere to all the requirements of ad hoc networks. The unique characteristics of ad hoc

networks, in particular the dynamic network topology and strong symmetric relationship between

nodes, impose some additional constraints on group key management protocols that renders most

of the existing schemes for conventional networks impractical.

Investigations within the available publications have shown that the current key establishment

protocols for DPGs can be uniquely classified into the following subsets:

1. Key Agreement: Contributory Key Agreement

(a) Serial topology.

(b) Circular topology.

(c) Tree-based topology.

(d) Arbitrary topology.

(e) Hypercube topology.

(f) Octopus topology.

(g) Star topology.

(h) Topology independent.

2. Key Agreement: Key Pre-distribution.

3. Key Transport: Decentralized Key Distribution.

The above categorization of group key management schemes for DPGs is also presented in Figure

3.1. Subsets 1a to 1h are based on the topology formed and/or maintained by the protocol par-

ticipants. The topology is forced upon the group members by the construction method used to

obtain a desired group key form, i.e. the structure formed by the group members is determined

by the order in which protocol participants perform operations on intermediate keying material or

is determined by the order in which the participants generate intermediate keying material. The

keying material is operated on or generated in such a way that when these values are combined in

a predefined manner, the resulting group key will be in the desired form and will contain a unique

random contribution associated with each group member.
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As mentioned above, group key management protocols for ad hoc networks share several properties

with those suitable for DPGs. Besides the subsets of contributory key management, DPGs can

also use group key management schemes that fall under key pre-distribution (Subset 2) as a subset

of key agreement and decentralized key distribution (Subset 3) as a subset of key transport (see

Figure 3.1).

In the subsequent sections (Section 3.2 to Section 3.11) each of the above subsets (Subset 1a to

Subset 1h, Subset 2 and Subset 3) will be introduced by presenting a prominent group key ma-

nagement scheme as representative of the subset. A separate discussion following the introduction

of each subset is given. The discussions focus on the subsets’ suitability for providing secure and

efficient group key management schemes for ad hoc networks. It is hoped that based on this work

other researchers will have a view of all the subset variations and be able to propose schemes that

takes the dependencies and consequent design constraints into consideration. At the end of the

chapter references for further reading are provided such that the reader can apply the analysis

approach advocated in this chapter to these group key management schemes.

3.1.1 Organization of Chapter

The chapter is organized as follows: In Section 3.2 the Cliques protocol suite [1] is presented to

introduce group key management schemes based on a serial topology. Section 3.3 introduces the

Ingemarsson (ING) protocol [66] to represent schemes with circular or ring topologies. Section

3.4 shows how Becker and Wille [67] organize nodes in a hypercube topology to satisfy the lower

bound on round complexity for contributory key agreement protocols. In Section 3.5, group key

agreement schemes with nodes structured in an octopus topology is considered by introducing

the Octopus protocol proposed in [67]. Section 3.6 introduces tree-based schemes by looking

at the Tree-based Group Diffie-Hellman (TGDH) protocol suite [9]. Section 3.7 shows how group

members in an arbitrary network topology can establish a shared key using the Arbitrary Topology

Generalization of Diffie-Hellman (AT-GDH) initial key agreement protocol. In Section 3.8 a star-

based topology is considered where a group controller collects and distributes the shares of members

in the group key. Section 3.9 presents and extends the initial key agreement protocol by [68] based

on a broadcasting system to introduce topology independent schemes. Section 3.10 presents key

pre-distribution schemes by discussing the Distributed Key Pre-distribution Scheme (DKPS) [69].

In Section 3.11 the last subset of group key management schemes for DPGs is considered by looking

at a modification of the Centralized Key Distribution (CKD) protocol suite [70]. By randomly

assigning the responsibility of group controller to any group member, the CKD scheme can be

51



Chapter-3. A Survey on Group Key Management for Mobile Ad Hoc Networks

used as a suitable representative of decentralized key distribution schemes. Section 3.12 analyzes

the efficiency of the group key management protocol suites for DPGs that consider both IKA and

AKA operations. The chapter is concluded in Section 3.13.

A good understanding of ad hoc networks and suitable peer-to-peer key management protocols are

required before considering group key management schemes [16] [13]. Knowledge of 2-party and

3-party key agreement protocols is also a prerequisite [71] [72] [11].

3.2 Contributory Key Agreement: Serial Topology

The first effort to extend the II-party Diffie-Hellman (DH) key exchange protocol [71] to a group

setting was proposed by [66] followed by [68]. Later [73] proposed a natural extension of the II-

party case to n-parties. These protocols evolved to become the Cliques protocol suite [1], which

was the first complete key agreement scheme that incorporated protocols for both IKA operations

and the most important AKA operations (see Figure 3.2). The basic idea of the protocols is that

the shared key is never transmitted over the network. Instead, a list of partial keys (that can

be used by individual members to compute the group secret) is sent. One member of the group,

normally called the group controller, is charged with the task of building and distributing this list.

The controller is not fixed and has no special security privileges.

The notation that will be used in subsequent text is given below. For mathematical background

and explanation of terms, such as ”primes”, the book by [11] will provide a starting point.

n —Number of protocol participants.

i, j, k, d —Indices of group members ∈ [1, n].

Mi —i-th group member.

M∗ —All group members.

p, q —Two large primes, such that q | (p− 1).

G —Cyclic subgroup of Zp with order q.

α —Generator of G.

Ni —Random secret generated by Mi (Ni ∈R Zq) .

S —Subsets of {N1, . . . , Nn}.
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∏
(S) —Product of all elements is the set S.

Kn —Shared group key between n members.

K —Shared group key between n members where n is obvious.

K ′ —New shared group key after auxiliary key agreement.

The Cliques protocol suite includes the following protocols:

3.2.1 Cliques Initial Key Agreement: IKA.1

The generic n-party DH protocol [73] is in principle almost identical to the original DH II-party

protocol [71]. Members agree a priori on G and a generator α of G. For key agreement each

member chooses its own secret random number Ni. The generic protocol is based on a distributive

computation of a subset: {αΠ(S)| S ⊂ {N1, N2, . . . , Nn}}. From {αN1···Ni−1Ni+1···Nn} member Mi

can compute the group key

K = {αN1,N2,...,Nn} (3.1)

The first initial key agreement protocol, IKA.1, as presented in [1], reduces the number of rounds

of the generic case by ordering the group participants in a serial topology ; in the upflow stage each

member Mi computes i intermediate values with i−1 exponents and one cardinal value containing

i exponents. For Mi the cardinal value will be: cardinal value = αN1·Ni which becomes αN1·Nn−1

for Mn. Mn is thus the first member that computes Kn = αN1···Nn and in the final stage broadcasts

all the intermediate values to the rest of the group which enable the other group members to also

compute K.

In summary, IKA.1 allows group members n ≥ 2 to establish a conference key between them over

an insecure channel. The result is a group key K, secure against passive adversaries. The protocol

participants agree a priori on an appropriate prime p and generator α of G.

IKA.1 consists of two stages, upflow and broadcast.

Stage-1. (Upflow): Round i; i ∈ [1, n− 1]

Mi −→ Mi+1 : {α
Q

(Nk|k∈[1,i]∧k 6=j)|j ∈ [1, i], α
Q

(Nk|k∈[1,i])}
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Figure 3.3: Cliques IKA.1 Algorithm - Case of a group with 4 members.

Stage-2. (Broadcast): Round n

M∗ ←− Mn : {α
Q

(Nk|k∈[1,n]∧k 6=j)|j ∈ [1, n]}

Each member Mi can then compute the final group key as:

K = [α
Q

(Nk|k∈[1,n]]∧k 6=i)]Ni = α
Qn

i=1 Ni (3.2)

Figure 3.3 provides an example IKA.1 protocol execution between 4 group members.

3.2.2 Cliques Initial Key Agreement: IKA.2

The second initial key agreement protocol presented in [1], IKA.2, reduces the number of exponen-

tiations in comparison to IKA.1 by letting each member, Mi, factor out their exponent in the first

broadcast stage. IKA.2 has an upflow stage similar to IKA.1. After processing the upflow mes-

sage, Mn−1 obtains α
Q

(Nk|k∈[1,n−1]) and broadcasts this value in the second stage to all protocol

participants. On reception, every Mi factors out its own exponent Ni or equivalently divides by

Ni and forwards the result to Mn. In the third stage Mn collects all inputs from M1, · · · ,Mn−1

and raises every one of the n − 1 inputs to its secret value Nn. The last member in the chain

(Mn) then finally broadcasts the resulting intermediate values to the rest of the group. Since all

members ultimately have a value of the form α
Q

(Nk|k∈[1,n]∧k 6=i), they can all generate the group

key K.

IKA.2 consists of four stages: upflow, broadcast, response and a final broadcast stage.
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Stage-1. (Upflow): Round i; i ∈ [1, n− 2]

Mi −→ Mi+1 : {α
Q

(Nk|k∈[1,i])}

Stage-2. (Broadcast): Round n− 1

M∗ ←− Mn−1 : {α
Q

(Nk|k∈[1,n−1])}

Stage-3. (Response): Round n

Mi −→ Mn : {α
Q

(Nk|k∈[1,n−1])

Ni
}

Stage-4. (Broadcast): Round n + 1

M∗ ←− Mn : {α
Q

(Nk|k∈[1,n])

Nj
|j ∈ [1, n]}

3.2.3 Cliques Auxiliary Key Agreement: Membership Addition

All AKA operations take advantage of the keying material collected during the upflow stage of

the latest IKA or AKA protocol execution. Any member who cached the keying material of the

most recent broadcast round can facilitate an AKA operation by taking on the responsibility of

the group controller (MC). Due to the similarity between the Cliques AKA protocols only the

membership addition, merge and partition protocols will be considered. The reader is referred

to [1] for details on the other AKA operation protocols of Cliques.

The membership addition protocol adds a single member to the existing group. The group mem-

bers, including the new member, establish a new conference key K ′ between them that is secure

against passive adversaries. In the membership addition protocol, MC extends the last round of

the prior IKA or AKA protocol’s upflow stage by one more round. The new member raises the

keying material to its own new random secret before broadcasting the value to all members in the

second round. Note that the group controller replaces its own secret, NC , in the upflow message

by N ′
C to prevent new members from obtaining old group keys.

The Cliques membership addition protocol requires the following two stages:
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Stage-1. (Upflow): Round 1 (NC ←− NCN ′
C)

MC −→ Mn+1 : {αN ′
C

Q
(Nk|k∈[1,n]∧k 6=j)|j ∈ [1, n], αN ′

C

Q
(Nk|k∈[1,n])}

Stage-2. (Broadcast): Round 2

M∗ ←− Mn+1 : {αN ′
C

Q
(Nk|k∈[1,n+1]∧k 6=j)|j ∈ [1, n + 1]}

3.2.4 Cliques Auxiliary Key Agreement: Merge Protocol - GDH IKA.3

The merge protocol is designed to accommodate network merge, i.e. k members are added to a

group of n members. The protocol, as described in [70] [74], works as follows. As in the case of

membership addition protocol, when a merge event occurs, the current group controller MC (which

can be any member of the existing group) generates a new key token by refreshing its contribution

to the group key and then passes the token to one of the new members. When the new member

receives this token, it adds its own contribution and passes the token to the next new member.

This continues till the token reaches the last new member. This member (the last one in the new

group) becomes the new group controller. The controller broadcast the token to the group without

adding its contribution. Upon receiving the broadcast token, each group member (old and new)

factors out its contribution and unicasts the result (called a factor-out token) to the new group

controller. The new controller collects all factor-out tokens, adds its own contribution to each of

them, building the list of partial keys and broadcasts it to the group. Every member can then

obtain the group key by factoring in its contribution.

The Merge-Protocol requires the following steps:

Stage-1. MC generates a new exponent N ′
C(∈ Zq), and sends to Mn+1 the message:

MC −→ Mn+1 : {αN ′
C

Q
(Ni|i∈[1,n]∧i 6=C)}

Stage- j + 1 for j ∈ [1, k − 1]. New merging member Mn+j generates an exponent Nn+j and

forwards to member Mn+j+1 the message

Mn+j −→ Mn+j+1 : {αN ′
C

Q
(Ni|i∈[1,n+j])|j ∈ [1, k − 1]}

Stage- k+1. Upon receipt of the accumulated value, Mn+k, who is now the new group controller,
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broadcast it to the entire group.

Stage- k + 2. Upon receipt of the broadcast, every member Mi, ∀i ∈ [1, n + k − 1] sends back to

Mn+k the message:

Mn+k ←− M∗ : {αN ′
C

Q
(Nj |j∈[1,n+k−1]∧j 6=i6=C)|i ∈ [1, n + k − 1]}

Stage- k +3. After collecting all responses Mn+k generates a new exponent Nn+k and broadcasts

the set S to all the members of the group:

M∗ ←− Mn+k : S = {αN ′
C

Q
(Nj |j∈[1,n+k]∧j 6=i 6=C)|∀i ∈ [1, n + k − 1]}

Stage- k + 4. Upon receipt of the broadcast, every member Mi, ∀i ∈ [1, n + k] computes the key:

K = (αN ′
C

Q
(Nj |j∈[1,n+k]∧j 6=i 6=C))Ni = αN ′

C

Q
(Nj |j∈[1,n+k]∧j 6=C) = αN1...N ′

C ...Nn+kmodp

3.2.5 Cliques Auxiliary Key Agreement: Partition Protocol

GDH-partition protocol considers the case when a number of members leave a group [70] [74]. In

case of partition, L members are leaving a group of size n. The group controller who is at all

time the most recent remaining group member, removes the corresponding partial products of the

members leaving from the list of partial keys. It refreshes each partial key in the list and broadcasts

the list to the group. Each remaining member can then compute the shared key. The protocol

runs as follows:

Step-1. The group controller MC generates a new exponent N ′
d , broadcast the set S:

M∗ ←− MC : S = {αN ′
C

Q
(Nj |j /∈L∧j 6=i 6=C)|∀i /∈ L}

Stage-2. Upon receipt of S, every remaining member Mi, ∀i /∈ L computes the key K:

K = (αN ′
C

Q
(Nj |j /∈L∧j 6=i 6=C))Ni = αN ′

C

Q
(Nj |j /∈L) = αN1...N ′

C
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3.2.6 Discussion of the Cliques Protocol Suite

The Cliques protocol suite was designed for DPGs in conventional networks. Cliques therefore

does not allow for some of the unique characteristics of ad hoc networks. Cliques depends on a

serial execution of computations in the upflow stages of its IKA protocols and thus requires nodes

to form a serial topology. Considering the dynamic network topology of ad hoc networks, caused

by node mobility, this is a critical inefficiency. The serialized topology of nodes in the upflow stages

of the IKA protocols is thus more suited to static networks.

The Cliques protocol suite is only secure against passive adversaries. Member authentication

mechanisms, which are required to thwart active adversaries are not specified in the Cliques

protocol suite. It should be noted that incorporating such mechanisms will result in an increase in

the communication and computational cost of Cliques [75].

Cliques fails to distribute the burden of group key management equally between all members,

this in itself is sufficient justification to declare Cliques inappropriate for ad hoc networks. The

fact that Cliques unevenly distributes the computational and communication overhead between

all group members is experimentally substantiated in [76]. For example, the first node in the

serial upflow stage of IKA.1 (Section 3.2.1) performs only a single exponentiation where the last

node Pn performs n exponentiations. In the case of conventional networks, which in general have

sufficient communication, memory and energy resources, an uneven distribution of the overhead

should cause no concern. In ad hoc networks these resources are limited. An uneven distribution

of computational overhead also makes the Cliques IKA protocols vulnerable to a selfishness

attack [77] by legitimate group members. The highest-indexed group member Pn has to broadcast

all the intermediate values to the other group members in the final round of the IKA protocols.

Pn thus plays a special role and therefore provides adversaries with a single point of attack.

In the AKA protocols, the disadvantages of Cliques are also apparent. All the AKA protocols

rely on the assumption that at least one arbitrary group member caches all the keying material

broadcast during the last round of the IKA operation or previous AKA operation. This group

member voluntarily takes over the functionality of group controller in the case of a subsequent

AKA operation. Considering the resources required to cache the keying material and to perform

the role of group controller, it should be clear that the Cliques protocol suite violates the sym-

metric relationship between the group members and is therefore subject to selfishness. In order

to guarantee that a legitimate group member takes on the responsibility of group controller, this

role will have to be assigned based on group policy. In the AKA operations for membership ad-
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dition and mass join, the highest-indexed new member also plays the special role of broadcasting

the intermediate values to the other group members. The highest-indexed member (and group

controller) in the AKA protocols thus present a single point of vulnerability.

Lately the authenticated Cliques protocols have been shown to suffer from generic insecurities [78].

Amir et al. [79] build on the Group Diffie-Hellman proposed by [1] to construct a robust contrib-

utory key agreement protocol resilient to a finite sequence of auxiliary key agreement operations.

More specifically, the robust algorithm optimized the group change protocols (e.g. join, leave,

merge etc.) and model these auxiliary operations by a state machine. The optimized algorithm is

implemented using the services of the Secure Spread Library [80].

3.3 Contributory Key Agreement: Circular Topology

In literature the Ingemarsson protocol, generally referred to as ING, belongs to the family of group

key agreement protocols proposed in [66]. It requires a synchronous startup and executes in (n−1)

rounds, where n is the total number of protocol participants. The members must be arranged in a

ring or circular topology. In a given round every protocol participant raises the previously received

intermediate key value to the power of its own exponent (random secret) and forwards the result

to the next participant in the ring. Consequently ING also falls under the family of protocols

that are a natural extension of the II-party DH protocol [1]. After (n− 1) successfully completed

rounds all n participants in the ring share a group key K.

3.3.1 Ingemarsson Initial Key Agreement: ING

The ING protocol allows n ≥ 2 group members, ordered in a circular topology, to establish a

group key K as follows:

Round k; k ∈ [1, n− 1].

Mi −→ M(i+1) mod n : {αΠ(Nj |j∈[(i−k) mod n,i])}
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3.3.2 Discussion of the Ingemarsson Protocol

The Ingemarsson protocol [66] is one of the earliest attempts to provide contributory key agree-

ment by extending the DH II-party case to group settings for teleconferencing. The ING protocol

requires participants to set up a logical ring or circular formation. The circular topology require-

ment may prohibit its use when one considers the characteristics of ad hoc networks. As a result

of forming the ring structure, the ING protocol compels group members to maintain track of the

availability of their ordered neighbors at all times. It is known that ad hoc networks are subject

to error-prone wireless connectively and numerous link attacks as they may operate in hostile net-

working environments [81] [3]. Another two challenges in providing key management for ad hoc

networks are due to node mobility and frequent network partitioning. As a consequence to these

mobile ad hoc network characteristics the ring structure is difficult to maintain.

The ING protocol is considered to be inefficient for the following reasons:

• At startup, synchrony is required between all members forming the group.

• A total of n− 1 simple rounds are required to establish the conference key, Kn.

• The symmetrical nature of the protocol makes dynamic membership support a costly oper-

ation.

• The n exponentiation required by each joining member is not feasible for computationally

constrained devices.

The ING protocol also does not scale very well since the total exponentiation is O(n2). The

computational cost thus grows exponentially with group membership.

The ING protocol is insecure allowing a passive adversary eavesdropping on the information

exchanged between users to compute the conference key K [68]. The proposal by Ingemarsson

et al. does not provide any mechanisms for authentication or AKA operations and this could be

regarded as a shortcoming.

It may thus be concluded that the ING protocol is not suitable for ad hoc networks, mainly due

to the ING protocol’s inefficiency, lack of support for AKA operations, inherited insecurity and

underlying circular topology.
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Figure 3.4: Round 1 of 22 Hypercube protocol

Figure 3.5: Round 2 of 22 Hypercube protocol

3.4 Contributory Key Agreement: Hypercube Topology

The Hypercube protocol by [67] achieves the lower efficiency bound with respect to number of

rounds (as defined in [67]). The protocol accomplishes this by grouping member into groups of

four. The four parties, A, B, C and D in each grouping can establish a secret key between them

using four DH exchanges. As shown in Figure 3.4 [67], parties A and B exchange keys using the

II-party DH protocol and concurrently C and D perform the same action. In the second round

shown in Figure 3.5 [67], parties A and C exchange keys using the II-party DH protocol and

concurrently B and D perform the same action. The resultant IV-party DH key is in the following

form: K = ααa·bαc·d

Assume there are 23 participants compared to 22, i.e. two groupings of four. The 8 participants

are arranged as the vertices in a 3-dimensional hypercube topology. In the 1st and 2nd round, each

group of four participants can establish a IV-party DH key value as explained above. In the 3rd

and final round, each participant on a square face performs exchanges with its peer on the opposite

square face using its IV-party secret key from the first two rounds as the exponent. This will result

in a shared key, K8, between the participants. This process will continue for another round for 24

participants and another two rounds for 25 etc. Thus in round i, each of the protocol participants

performs a II-party DH with its peer on the ith dimension of the hypercube using the key of round

i− 1 as its secret exponent. After d rounds, 2d participants will have the same secret key K2d .
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For example the shared key generated by the 8 members can be represented as:

K = α{α
{α{r1·r2}α{r3·r4}}α{α{r5·r6}α{r7·r8}}} (3.3)

Before continuing, the additional notation required in the following text is defined.

d —Cube dimension.

GF (2d) —d-Dimensional vector space.

ϕ —Bijection: G −→ Zq.

−→v —Vector representing each participant in GF (2d).

r−→v , ri —Random secret generated by participant −→v or member Mi of n.

3.4.1 Hypercube Initial Key Agreement

The Hypercube protocol allows 2d participants ordered in a hypercube topology to derive a con-

ference key, K, secure against passive adversaries. All participants agree on an appropriate prime

p and generator α of G. Members select their secrets ri randomly from G. Parties are identi-

fied with linearly independent vectors spanning the d-dimensional vector space GF (2d) with basis
−→
b 1,

−→
b 2, . . . ,

−→
b d.

Hypercube protocol executes in d rounds as follows:

Round-1.

(a) −→v generates secret exponent r−→v .

(b) −→v performs II-party DH exchange with −→v +
−→
b1 using r−→v as its random secret exponent.

Round-i (1 < i ≤ d).

(a) −→v performs II-party DH exchange with −→v +
−→
bi using the DH key generated in round

i− 1 as the secret exponent.
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Figure 3.6: Network topology of Octopus protocol

3.4.2 Discussion of the Hypercube Protocol

The Hypercube protocol is only feasible for an even number of group members which may be

regarded as a limiting feature. Becker and Wille [67] use the Hypercube protocol as a foundation

for the Octopus protocol reviewed in Section 3.5. The reader is referred to the discussion on the

Octopus Protocol in Section 3.5.2 for further comments on the Hypercube protocol’s suitability

for ad hoc networks, due to the close relationship between the Hypercube and Octopus protocols.

3.5 Contributory Key Agreement: Octopus Topology

The Octopus protocol presented in [67] addresses the scenario when the number of participants

that form a group is not of the power 2. The Octopus protocol eliminates the limitation of

the Hypercube protocol by allowing an arbitrary number of protocol participants to establish a

group key as follows: In the Octopus protocol, four participants form the central control-core of the

group. As illustrated in Figure 3.6 [67], the rest of the participants attach to one of the four central

controllers to form an octopus topology. These attachments are also referred to as ‘tentacles’ or

pair wise disjoint groups. All the members perform a II-party DH exchange with their respective

central controller. The four central controllers then perform a IV-party DH exchange as defined

in Section 3.4, using the product of the tentacle keys as secret exponents.

The following additional notation is defined as required in the subsequent text.
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A,B, C, D —Controlling group members.

X —Set of central controlling nodes; X ∈ {A,B, C,D}.

IX —Pair wise disjointed subgroup connected to X.

Pi —Non-controlling participants: {Pi|i ∈ IX}.

rPi , rX —Random secret generated by Pi and X respectively.

ϕ —Bijection: G −→ Zq.

Assume that parties Pn−3, Pn−2, Pn−1 and Pn form the set X. The rest of the participants

P1, . . . , Pn−4 are connected to one of X ∈ {A,B, C, D}.

The Octopus protocol comprises the following three steps:

Step-1.

(a) All X generate secret exponent rX and all Pi for i ∈ [1, n− 4] generate secret exponent

rPi .

(b) For all X and i ∈ IX , X and Pi performs a II-party DH key exchange.

Step-2.

(a) The controlling nodes perform a IV-party DH exchange or 22 Hypercube protocol using

the secret exponents a, b, c, d = K(IX), where K(J) =
∏

i∈J ϕ(ki) for J ⊆ {1, . . . , n−4}.

Step-3.

(a) Controller node A sends to all Pi, i ∈ IA, the following values: α
K( i

IB∪IA
) and αϕ(αK(IC∪ID)).

The remaining controller nodes B,C and D also send their two values to Pi, i ∈
{IB , IC , ID} respectively.

The resulting group key is computed as:

K = α{ϕ(αK(IA∪IB))ϕ(αK(IC∪ID))} (3.4)

3.5.1 2d-Octopus Protocol

An alteration to the Octopus protocol, called the 2d-Octopus protocol is also presented in [67].

If n is the number of participants and (2d < n < 2d+1), the first 2d participants perform the

64



Chapter-3. A Survey on Group Key Management for Mobile Ad Hoc Networks

functionality of the central controllers in contrast to only four in the Octopus protocol. The

remaining nodes attach to one of the 2d controller nodes. The 2d scheme follows the same algorithm

as the Octopus protocol (Section 3.5) to establish a group key known to all members.

3.5.2 Discussion of the Octopus - and 2d-Octopus Protocols

Becker and Wille [67] propose the Octopus protocol and 2d-Octopus protocol as an example of a

DH based group key agreement protocol that satisfies the lower bound on efficiency for message

exchanges and round complexity respectively. In contrast to the 2d-Hypercube protocol (Section

3.4), the Octopus and 2d-Octopus protocols can accommodate an uneven number of group mem-

bers. In the case of n 6= 2d the minimal number of simple rounds is exceeded by one (d = log2 n+1)

and in the case where n = 2d the minimal number of simple rounds (d = log2 n) is equaled.

In [67] the authors do not consider AKA operations. Investigations on the 2d-Hypercube, Octo-

pus and 2d-Octopus protocols show that membership additions may be performed efficiently, but

membership exclusions fail completely. [1] point out that splitting the group on the dth dimension

into two halves seems to be the only possible exclusion procedure. Efficiently performing AKA

operations in ad hoc networks is essential since these operations are guaranteed to occur more

frequently than in conventional network settings.

The hypercube and octopus topologies make the 2d-Hypercube, Octopus and 2d-Octopus protocols

unsuitable for ad hoc networks for reasons similar to those making the Cliques protocol suite’s serial

topology (Section 3.2.6) and the ING protocol’s circular topology (Section 3.3.2) unsuitable for ad

hoc networks.

The protocols are also not fully distributed therefore violating the symmetric relationships between

the members in ad hoc networks. The members forming the control-core are a central point of

vulnerability, which is not ideal in ad hoc networks.

[82] propose improvements on the 2d-Octopus protocol. Their protocol use the password authenti-

cated II-party DH key agreement protocol (as a specific case of the generic encrypted key exchange

protocol [83]) to defend against active adversaries. In [82], the II-party DH key exchanges used

in the 2d-Octopus protocol are simply replaced by the password authenticated II-party DH key

agreement protocol given above.

The password authenticated group key agreement protocol presented by [82] considers a collab-

orative networking scenario where small groups form an ad hoc network. The key agreement
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Figure 3.7: TGDH key tree model example

scenario in itself is fairly restrictive and the requirement for distribution of a password between

members a priori limits the practicality of the protocol. Although the proposal incorporates a

weak authentication mechanism into the 2d-Octopus protocol it fails to eliminate the protocol’s

other shortcomings as given above.

3.6 Contributory Key Agreement: Tree-based Topology

In tree-based group key management schemes, keys are organized into a tree hierarchy, based

on different construction strategies. The motivation behind employing a tree-based topology is to

reduce the rekeying cost by localizing the effects of AKA operations (Figure 3.2). This provides

improved scalability especially for secure communications in large dynamically changing groups.

The Tree-based Group Diffie-Hellman (TGDH) protocol suite [9] provides a solution with a full

array of IKA and AKA protocols, which are very similar to the Cliques protocols [1]. The only

major difference is the organization of nodes during the key agreement process. TGDH improves

on the efficiency of Cliques, with respect to AKA operations, by reordering group members in

a binary tree structure. The effect of group events (members joining, leaving etc.) (as mentioned

above) becomes localized and therefore reduces the effect of the group dynamics on the protocol

efficiency. Kim et al. [9] do not explicitly specify any IKA protocol and therefore TGDH cannot

be compared to any other IKA group protocols.

In Figure 3.7 [9] a TGDH key tree example is given to illustrate the TGDH key tree model. The

example is used by [9] to explain the notation of TGDH key trees and the fundamental operation

of the protocol.

The root of the binary tree is located at level 0 and the depth of the tree may extend to level h. In
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the binary tree, nodes may be either be a leaf or a parent of two other nodes. A node key is derived

from the contribution of the two children via a II-party DH key agreement protocol execution. In

the tree model, leaf nodes are denoted by < l, v >, where 0 ≤ v ≤ 2l − 1, since each level l can

host at most 2l nodes. Every node, < l, v > in the tree is also associated with a key K<l,v> and a

blinded key BK<l,v> = f(K<l,v>) where f() is a modular exponentiation in a prime order group

(i.e. f(k) = αk mod p). Group members Mi (i ∈ [1, n]) are hosted by the leaf nodes, < l, v > and

know its random session key K<l,v>. The member Mi located at node < l, v > also knows every

key along the key path from < l, v > to the root node < 0, 0 >. The key path is denoted as KEY ∗
i .

Before continuing it would be beneficial to take note of the following additional notation.

h —Height of binary tree.

< l, v > —vth node at level l in binary tree.

Ti —Mi’s view of the key tree.

T̂i —Mi’s modified view of the key tree.

H(·) —Collision free one-way hash function.

ri —Random secret chosen by member Mi.

In Figure 3.7 [9], member M2 owns the tree T2 and knows every key {K<3,1>, K<2,0>, K<1,0>,

K<0,0>} in the key path, KEY ∗
2 = {< 3, 1 >,< 2, 0 >,< 1, 0 >,< 0, 0 >} and every blinded key

BK∗
2 = {BK<0,0>, BK<1,0>, . . . , BK<3,7>}.

Every key is computed recursively as: K<l,v> = f(K<l+1,2v>K<l+1,2v+1>). Computing K<l,v>

thus requires the knowledge of the keys of the two children nodes and the blinded key (BK<l,v>)

of the other child. K<0,0> is the shared secret by all Mi. The final group key is derived from

K<0,0> as KGROUP = H(K<0,0>).

For example M2 in Figure 3.7 can compute the group key K<0,0> as:

K<0,0> = α(αr3(αr1r2 ))(αr4(αr5r6 )) (3.5)

To simplify the protocol description, the authors of [9] introduced the term co-path, denoted as

CO∗
i . CO∗

i is the set of siblings to each node in the key path on tree Ti as seen by Mi, i.e. every
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member Mi at leaf node < l, v > can derive the group secret K<0,0> from all blinded keys on the

CO∗
i and its own random session key K<l,v>.

TGDH, similar to Cliques [1], provides protocols in support of all the common AKA opera-

tions. These include the join, leave, merge, partition and key refresh operations. TGDH requires

certain members to take on a special role during the AKA operations. These members, called

sponsors, have the responsibility of computing blinded keys and broadcasting these to the other

group members. Two of these operations, join and leave will be given further consideration.

3.6.1 TGDH Auxiliary Key Agreement: Membership Addition

The new member joining the group Mn+1, initiates the protocol by broadcasting a join request

message that contains its own blinded key BK<0,0>. When the current group members receive this

message, they determine a new insertion node. The insertion occurs at the shallowest rightmost

node that will not increase the tree depth h. The sponsor is defined as the rightmost leaf node

in the subtree rooted at the insertion node. The sponsor generates a new intermediate node and

a new member node, and promotes the new intermediate node to the parent of its node and the

new member’s node. After updating the tree, only the sponsor can compute the group key since

it is the sibling of the joining node and knows all the necessary blinded keys. After computing the

group key, the sponsor broadcasts the new tree T̂i containing all blinded keys. All other members

update their tree using the contained information, and compute the new group key K ′.

The TGDH membership addition protocol executes in three steps:

Step-1. New member Mn+1 broadcasts a request to join the group.

Mn+1 −→ M∗ : BK<0,0> = αrn+1

Step-2. Binary tree update procedure.

(a) Each Mi does the following:

(i) Updates its key tree by adding a new member node and new intermediate node.

(ii) Removes all keys and blinded keys from the leaf node, related to the sponsor, up

to the root node.

(b) The sponsor of the intermediate node Ms additionally:

(i) Generates a new share and computes all [K; BK] pairs on the KEY ∗.
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Figure 3.8: TGDH update: join example

(ii) Broadcasts updated tree T̂s including only blinded keys.

M∗ ←− Ms : T̂s(BK∗
s )

Step-3. All Mi compute K ′ using T̂s.

In Figure 3.8 [9], an example is shown of member M4 joining a group, where M3 is the sponsor,

Ms and performs the following actions:

1. Renames node < 1, 1 > to < 2, 2 >.

2. Generates a new intermediate node < 1, 1 > and a new member node < 2, 3 >.

3. Promotes < 1, 1 > as the parent node of < 2, 2 > and < 2, 3 >.

All members know BK<2,3> and BK<1,0>. M3 can compute the new group key KGROUP =

H(K<0,0>). Note that K<0,0> is never used for real communication. Members use a strong one-

way hash function to compute KGROUP , which improves the randomness of the group key. Every

other member also performs step 1 and 2, but cannot compute the group key in the first round.

Upon receiving the broadcast blinded keys from Ms, every member can compute the new group

key.
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3.6.2 TGDH Auxiliary Key Agreement: Membership Exclusion

Assume member Md leaves the group. In this case, the sponsor Ms is the sibling node of Md. If

the sibling is not a leaf node, the sponsor is the right-most leaf node of the subtree which has the

sibling node as root of the subtree. In the leave protocol, every member updates its key tree by

deleting the node of Md and its parent node. The sponsor picks a new secret share, computes all

keys on its key path up to the root and broadcasts the new blinded keys of its key path to the

group. This information allows all members to recompute the group key.

The TGDH membership exclusion protocol executes in two steps:

Step-1. Binary tree update procedure.

(a) Each Mi does the following:

(i) Updates key tree by removing the leaving member node and relevant parent node.

(ii) Removes all keys and blinded keys from the leaf node, related to the sponsor, to

the root node.

(b) The sponsor Ms additionally:

(i) Generates new share and computes all [K; BK] pairs on the KEY ∗.

(ii) Broadcasts updated tree T̂s including only blinded keys.

Ms −→ M∗ : T̂s(BK∗
s )

Step-2. All Mi compute K ′ using T̂s.

In Fig. 3.9 [9], an example is shown of member M3 leaving a group, with M5 as the sponsor. Every

remaining member deletes < 1, 1 > and < 2, 2 >, i.e. updates the key tree. The sponsor ,Ms,

performs the following additional actions:

1. Picks a new share K<2,3> and recomputes K<1,1>, K<0,0>, BK<2,3> and BK<1,1>.

2. Broadcasts the updated tree T̂5 with BK∗
5 included.

After receiving the broadcast message from Ms, every member can compute the new group key.

The excluded member M3 does not hold a share in the group key and therefore cannot compute

the new group key K ′.
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Figure 3.9: TGDH update: leave example

3.6.3 Discussion of the TGDH Protocol Suite

As in the case of Cliques (Section 3.2), the TGDH protocols do not consider the unique char-

acteristics of ad hoc networks. The mobility of the nodes results in a dynamic network topology,

where dynamic in this case should not be confused with dynamic group membership events. The

dynamic nature of the network topology has the consequence that protocols cannot rely on any

form of order or structure that is dependent on the network topology.

The burden of group key management in TGDH is not equally distributed to all group members.

As explained in Section 3.1, groups in ad hoc networks are mostly DPGs where all members have

a strong symmetric relationship and should be treated equivalently. As TGDH fails to distribute

the communication and computational overhead fairly between group members, it may be subject

to selfishness [77]. Steiner et al. also point out that the special roles performed by members should

be left to group policy and should be orthogonal to the key management scheme [1]. In TGDH,

the majority of the work during AKA operations is performed by the sponsor nodes. The members

thus rely on the sponsor to facilitate AKA operations . Assuming the sponsor to be available

and always able to perform the associated tasks correctly is impractical in ad hoc networks and

introduces a single point of failure. Similar to the highest-indexed member in Cliques (Section

3.2), Ms also plays a special role and therefore provides adversaries with a single point of attack.

In [84] [85] tree based key agreement is revised within a strong adversarial model. The adversary

(A) is considered as a Probabilistic Polynomial-Time (PPT) algorithm with complete network

control. This gives A the ability to participate on behalf of corrupted group members. The paper
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Figure 3.10: Constructing a spanning tree

and the extended version propose a protocol constructed on the main mechanisms of the TGDH

protocol and prove the revised protocol secure within the adversarial model.

Desmedt et al. [86] recall the tree-based BD protocol (BD-II). Burmester and Desmedt [87] in turn

extend and generalize the conference scheme presented in [68]. The BD-II protocol is improved

from O(n) computational complexity per user to O(logn). Desmedt et al. [86] further adjusts the

compiler of Katz and Yung [88] to preserve the improvement in computational complexity under

a transformation from an unauthenticated to an authenticated group key agreement protocol.

3.7 Contributory Key Agreement: Arbitrary Topology

Hietalahti [89] recognizes the unsuitability of topology dependent group key agreement protocols

for ad hoc networks. The protocol in [89] adapts the TGDH IKA algorithm [9] to accommodate

an arbitrary network topology and therefore be more suitable for ad hoc networks. The protocol is

called Arbitrary Topology Generalization of Diffie-Hellman (AT-GDH). The protocol, in contrast to

TGDH, constructs an arbitrary spanning tree dependent on the physical location of the members

in the network at the time of group formation.

The initial state of the protocol assumes that the group members know their neighbors and have

bidirectional communication. The group formation initiator sends a message to each of its neigh-

bors. The initiator becomes the root of the tree and the neighbors its children. The children send

a similar message to their neighbors, excluding the parent. The nodes acknowledging the message

become children. The process repeats until all group members have received a message. A leaf

is defined as a node that does not receive any acknowledgements. Fig. 3.10 [89] illustrates the

construction of such an arbitrary spanning with initiator or root ε.
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Once the tree is constructed, the protocol gathers contributions towards the group key in the first

phase. All the leaves of the spanning tree, i.e. nodes with no children, generate a secret value,

compute its share and send their share to the parent nodes. The process continues until the root

has collected all the contributions from all children. The root then makes the final contribution.

In the second phase the root starts to distribute the keying material down the tree towards all

children that use the information to compute the group key.

The following additional notation is defined:

ε —Protocol initiator (root node of spanning tree).

kx, ex —Random secret generated by node x.

cx —Number of children connected to node x.

mx.i —Message which member x sends to its child i.

As illustrated in Fig. 3.10, nodes have a universal address in a rooted tree sequence. The address

of the root ε is an empty sequence. The children of the root have addresses 1, 2, 3, . . . respectively.

When a node x in level l ≥ 1 has children their addresses are given as x.1, x.2, x.3, . . ..

A graph is a pair G = (V, E) where V is a finite non-empty set and E ⊆ {< x, y > |x ∈ V, y ∈ V, x 6=
y}. The elements of V are called nodes and the elements of E are called edges. An undirected

(minimally connected) graph is a tree if it is connected and does not contain any cycles.

3.7.1 AT-GDH Initial Key Agreement

The AT-GDH initial key agreement protocol as given in [89], executes in two phases as shown in

Fig. 3.11 to 3.14:

Phase-1.

Round-1. For all nodes x = y.i with cx = 0

(a) x generates a random secret kx ∈ Zq.

(b) x −→ y : αkx .

Round-i(i ∈ {2, h}). For all nodes x with cx 6= 0

(a) x generates a random secret ex ∈ Zq.
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Figure 3.11: Phase 1, Round -1: For all nodes with Cx = 0 (i.e. has no children)

Figure 3.12: Phase 1, Round-i: Only nodes with children

(b) x waits to receive αkx.j for all j = 1, . . . , cx.

(c) x computes kx = ϕ(K(x, cx)) from:

K(x, 0) = ex

K(x, j) = αkx.jϕ(K(x,j−1)) (j = 1, . . . , cx)

(d) x −→ y : αkx .

Phase-2.

Round-(h + l) (l = 1, . . . , h). For all nodes x.i on level l, x −→ x.i: mx.i where

mx.i =< mx, αϕ(k(x,i−1)), αkx.(i+1) , αkx.(i+2) , . . . , αkx.cx >,

with mε being empty.

The resulting group key is K(ε, cε) = kε.
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Figure 3.13: Phase 2, Round -1: For all nodes with Cx = 0 (i.e. has no children)

Figure 3.14: Phase 2, Round-i: Only nodes with children

3.7.2 Discussion of the AT-GDH Initial Key Agreement Protocol

The AT-GDH protocol alleviates the dependence on network topology at group genesis. While

this approach is feasible for IKA operations, it is claimed here that AT-GDH cannot be extended

to incorporate efficient AKA operations. Due to node mobility the network topology of ad hoc

networks is dynamic and therefore quickly amortizes the advantage of constructing the spanning

tree according to the arbitrary network topology. The constructed spanning tree will only be

relevant at the time of IKA and will not reflect the network topology during the AKA operations

at a later point in time. AT-GDH is thus not suitable for mobile ad hoc networks, but rather for

ad hoc networks that become static after network deployment, for example in some applications

of sensor networks [90].

The second notion that supports AT-GDH’s inefficiencies when extended to incorporate AKA

operations, is the fact that the key structure of AT-GDH protocol in its first phase is equivalent

to the STR protocol proposed by [91]:

Kn = αknαkn−1α...k3αk1k2

(3.6)
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The efficiency of AT-GDH’s AKA operations will thus be comparable to STR. AT-GDH will be

better suited for adding new members in a static network topology that is not known prior to

network formation. Membership exclusion will, on the other hand, be problematic especially if the

leaving member’s secret exponent is used in the innermost key computation [1].

AT-GDH does not distribute the computational and communication overhead equally, although

some attempt is made to perform most of the computations during the upflow stage in Phase 1 of

the IKA protocol. AT-GDH fails to preserve the symmetric peer relationship between members,

which is essential in ad hoc networks. Successful execution of the protocol also depends heavily on

the root node and its children, whose presence cannot be assumed in ad hoc networks. Considering

the nature and characteristics of ad hoc networks in addition to the frequent AKA operations of

DPGs, any dependence on the availability of any group member will not suffice.

3.8 Contributory Key Agreement: Star Topology

Augot et al. [92] present a contributory key agreements protocol where a group leader is responsible

for collecting the key contributions from members. The Initial Key Agreement (IKA) protocol

resolves some of the issues of the modified Centralized Key Distribution (CKD) protocol, for

example, the group leader do not have to establish a secure channel with each of the group members

and cannot control the group key. See Section 3.11 for an overview and discussion on the modified

CKD protocol.

The IKA group key agreement (GKA) protocol takes 3 rounds to execute:

Round 1. The chosen group leader sends an initial request (INIT) along with his identity and a

random nonce to all group members.

Round 2. Each group member responds to the leader with his identity, random nonce and a

blinded secret. The blinded secret is calculated by raising the agreed generator (g) to the

member’s random secret.

Round 3. The group leader collects all the blinded secrets and raises each to its own secret. These

calculated values are then broadcast along with the original contributions (blinded secrets)

to all group members. The group members finally use these values to calculate the group

key.

Before continuing it would be beneficial to take note of the following additional notation:
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G —subgroup with prime order q and generator g.

Ui —protocol participant i among the n group participants.

Ul —current group leader.

ri —the random secret of Ui chosen from [1, q − 1].

gri —blinder secret of Ui.

M —set of indices of participant (group M) in the current session.

J —set of indices of joining participant.

D —set of indices of leaving participant.

x ←− y —x is assigned y.

x ←−r y —x is assigned a random draw from the uniform distribution S.

Ui −→ Uj : {msg} —message msg sent unicast from participant i to j.

Ui −→B M : {msg} —message msg broadcast from participant i to M .

msgj
i —message j sent from participant i.

σj
i —signature on msgj

i .

3.8.1 GKA Initial Key Agreement Protocol

The GKA IKA protocol is a natural extension of the 2-party Diffie-Hellman (DH) protocol [71]; the

group leader is effectively executing a modified DH protocol with each of the other protocol parti-

cipants. The group key is calculated in such as way that the contributions of all the participants

are included.

The IKA protocol in [92], as illustrated in Fig. 3.15, is as follows:

Round 1. Initial Request

l ←−r M, Nl ←−r {0, 1}k

Ul −→B M : {msg1
l = {INIT, Ul, Nl}, σ1

l }
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Round 2. Contribution Collection

∀i ∈ M \ {l}, if(VPKl
{msg1

l , σ1
l } == 1), ri ←−r [1, q − 1], Ni ←−r {0, 1}k,

Ui −→ Ul : {msg1
i = {IREPLY, Ul, Nl, Ui, Ni, g

ri}, σ1
l }

Round 3. Shares Distribution

rl ←−r [1, q − 1], ∀i ∈ M \ {l}, if(VPKl
{msg1

l , σ1
l } == 1),

Ui ←−B M : {msg2
l = {IGROUP, Ul, Nl, {Ui, Ni, g

ri , grirl}∀i∈M\{l}}, σ2
l }

Key Computation.

if(VPKl
{msg2

l , σ2
l } == 1)

and gri is as contributed then

Group Key = grl ∗∏
i∈M\{l} grirl = grl(1+

P
i∈M\{l} ri)

3.8.2 GKA Auxiliary Key Agreement Protocol: Join/Merge

The GKA join/merge protocol may execute under a different group leader due to the dynamic

nature of ad hoc networks. If a new group leader is elected then the old group leader has to

send all the participants’ blinded secrets to the new group leader. The members joining the group

broadcast their blinded secrets to the group along with a JOIN message. The new group leader

raises all blinded secrets to its own, newly generated secret and broadcast the results to the group,

which is then used to calculate the group key.

Round 1. Join Request

∀i ∈ J, ri ←−r [1, q − 1], Ni ←−r {0, 1}k

Ul −→B M : {msg1
i = {JOIN, Ui, Ni, g

ri}, σ1
l }

Round 2. Contribution Transfer

∀i ∈ J, if(VPKi{msg1
i , σ1

i } == 1), ri ←−r [1, q − 1], l′ ←−r M ∪ J
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Figure 3.15: GKA IKA Key Agreement Protocol with n = 7 and U0 as group leader
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Ul −→B Ui : {msg1
l = {JREPLY, {Ui, Ni, g

ri}∀i∈M∪J}, σ1
l }

Round 3. Shares Distribution

if(VPKl
{msg1

l , σ1
l } == 1), l ←− l′, rl ←−r [1, q − 1],M ←− M ∪ J

Ul ←−B M : {msg2
l = {JGROUP, Ul, Nl, {Ui, Ni, g

ri , grirl}∀i∈M\{l}}, σ2
l }

Key Computation.

if(VPKl
{msg2

l , σ2
l } == 1)

and gri
is as contributed then

Group Key = grl ∗∏
i∈M\{l} grirl = grl(1+

P
i∈M\{l} ri)

The Delete/Partition Auxiliary Key Agreement (AKA) protocol is essentially an IKA round 3

broadcast message with the leaving members’ contributions omitted. It is left to the reader to

see [92] for details.

3.8.3 Discussion of the GKA Protocol Suite

The GKA IKA protocol uses broadcast messages for one-to-many communication from the group

leader to group members. As the members are not dependent on the location of the other group

members (excluding the leader) the protocol takes on a star topology.

The IKA protocol is contributory in the sense that the group leader and members cannot predict

the group key and needs the contribution of all members, raised to the secret of the group leader,

to calculate the key.

The GKA IKA protocol defend against passive adversaries by extending the 2-party DH protocol

and ensures the integrity of messages by signing messages using a public key infrastructure.

There is however some problems with the GKA IKA protocol that makes it unfeasible for ad

hoc networks. Firstly the protocol requires the group leader to collect the contributions from all

group members, which result in the group leader having to receive n− 1 messages within a narrow

timeframe. It is clear that the route discovery from all group members to the group leader will

result in a significant amount of traffic (broadcast storm) on the network as some route discovery
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attempt will fail due to the limited capacity of the shared wireless medium.

In [92] it is claimed that the protocol does not rely on a centralized authority. Although it is

true that the group leader does not control the group key, the leader is in control of the group

membership. For example, the corrupt leader can exclude a legitimate member from the group by

not raising the blinder secret of the member to the secret of the leader. This allows an attacker to

focus on the group leader election protocol in order to compromise the GKA protocol.

Mobile ad hoc networks are also dynamic in nature [16], that is, nodes cannot be assumed to be

connected to the network at all times. The GKA AKA protocols rely on the old group leader to

share the blinded secrets of the group with the new group leader during the AKA protocols. It is

not clear how this will work, since the group leader will normally only be replaced if not available.

3.9 Contributory Key Agreement: Topology Independent

Schemes

[68] propose a well-known group key agreement protocol family. In literature, the topology in-

dependent protocol that is based on a broadcast system, is referred to as the BD protocol. The

BD protocol supports a constant number of rounds and inexpensive computations [73]. While the

BD protocol still requires no less than n + 2 exponentiations per Mi, all of these but three are

∈ [1, n − 1]. This leads to significant computational savings. The BD protocol takes only two

rounds to complete, but because each round requires n broadcast messages, this translates into

high communication overhead. Each member (Mi) generates a random number as secret exponent

and calculates a public value zi that is broadcast to all other group members. The members com-

pute and broadcast a key value Xi in the second round. Xi is the exponent of Mi’s personal secret

value Ni to the base (zi+1 divided by zi−1). A group member who has received all n partial key

values Xi can compute the conference key Kn using a cyclic function.

3.9.1 BD Initial Key Agreement

The BD IKA protocol executes in two synchronous broadcast rounds:

Round-1. Each member Mi generates a random secret Ni, computes and broadcasts zi = αNi .

Round-2. Each member Mi does the following.
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(a) Computes and broadcasts Xi = { zi+1
zi−1

}Ni

(b) Computes (modulo n) the conference key:

Kn = zn·Ni
i−1 ·Xn−1

i ·Xn−2
i+1 . . . Xi+2 mod p (3.7)

3.9.2 BD Auxiliary Key Agreement: Membership Addition

[68] does not specify any protocols to support AKA operations. Investigations have shown that

such AKA operations based on the BD IKA protocol would all be very similar. To illustrate the

basic concept of these AKA operations, the BD membership addition protocol is defined below.

For all BD AKA operations at least one of the existing group members Mk has to renew its share

in the conference key K by generating a new exponent N ′
i whenever a member is added. This is

required in order to ensure key freshness [1]. Assume that the new member is added as Mn+1.

Choosing Mk to neighbor the new member would be the most efficient choice, i.e. Mk = Mn

or Mk = M1, since it would then affect only Mn−1 or M2 as members not neighboring the new

member during the rekeying process.

The BD membership addition protocol requires two synchronous broadcast rounds:

Round-1. Current member Mn and joining member Mn+1 each compute and distribute individual

contributions z′n = αN ′
n and zn+1 = αNn+1 .

Round-2.

(a) M1, Mn+1, Mn, Mn−1 generate and broadcast X ′
1, X ′

n+1, X ′
n, X ′

n−1 where X ′
p =

{ zp+1
zp−1

}Np , p ∈ {1, (n + 1), n, (n− 1)}
(b) Each member Mi computes (modulo n) the conference key:

Kn = zn·Ni
i−1 ·Xn−1

i ·Xn−2
i+1 . . . Xi+2 mod p (3.8)

where X1, Xn+1, Xn, Xn−1 is equivalent to X ′
1, X ′

n+1, X ′
n, X ′

n−1 respectively.

3.9.3 Discussion of the BD Protocol Suite

In [68], an efficient conference key distribution system is proposed and proved to be secure (in the

pre-proceeding version [93]) provided that the computational Diffie-Hellman problem is intractable.
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Burmester and Desmedt make important assumptions to support the feasibility of the BD protocol:

• Each member Pi has the ability to broadcast to the rest of the group.

• The system has the ability to support n simultaneous broadcast messages.

• Each member Pi has the ability to receive n− 1 messages in a single round.

The latter two assumptions are impractical since there are no means in existing networking pro-

tocols for ad hoc networks to accommodate n simultaneous broadcasts, nor can devices receive

n simultaneous messages without advanced hardware. This forces serialized broadcasting, which

effectively eliminates the BD protocol’s low round advantage. The Burmester and Desmedt proto-

col with serial broadcasting is referred to in literature as the BD∗ protocol. Rounds 1 and 2 in the

BD protocol are thus replaced in the BD∗ protocol by n rounds respectively where each member

Mi broadcasts its calculated zi in round i and Xi in round i + n. The extra rounds in BD∗ are

thus due to nodes waiting for a chance to broadcast their values (zi, Xi).

Steiner et al [1] point out that an extension of the BD protocol to incorporate AKA operations,

may not be feasible for DPGs. Although AKA operations can be performed in only two rounds,

four messages have to be received from four different sources. In comparison with the Cliques

AKA operations this translates into high overhead [1]. [1] also claims that closer inspection reveals

that all group members have to refresh their share of the group key to prevent leaking too much

information or prevent members from serving as exponentiation oracles. The BD AKA operations

therefore have similar computational and communication cost as the BD IKA operations making

it impractical for DPGs. Also note that [68] does not specify any protocols to support AKA

operations. The BD protocol is vulnerable to attacks from active adversaries since it provides no

means of authenticating the protocol participants.

Katz and Yung [88] presents a compiler that transform the unauthenticated BD protocol into a

provably secure authenticated group key agreement protocol that will withstand active adversaries.

Despite its disadvantages the BD protocol’s topology independence makes it a very attractive

option for realizing group key agreement in ad hoc networks. The topology independence aids in

achieving robustness within a dynamic, fully distributed network setting. The BD protocol also

preserves the symmetric relationship between protocol participants by distributing the burden of

key management equally between all group members. With its low exponentiation cost it suits ad

hoc networks’ limited computational resources.
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3.10 Key Pre-Distribution Schemes

In [69], a Distributed Key Pre-distribution Scheme (DKPS) is proposed, which eliminates the

dependence of the key agreement protocol on a TTP. The proposal stems from recent research [94]

[95] on sensor networks [90] that suggests that key pre-distribution schemes (KPS) are the only

practical solution in scenarios where the network topology is a priori unknown.

DKPS is a collection of distributed cryptographic protocols that enable a number of nodes sharing

no prior secret to jointly realize the key pre-distribution function. Each node individually picks a

set of keys from a large publicly-known key space such that at completion, the key patterns of all

the nodes satisfy the following exclusion property with high probability: any subset of nodes can

find from their key patterns (in a secure manner) at least one common key that is unobtainable by

a limited number of colluding nodes not belonging to the subset [69]. If a node finds that its key

pattern cannot satisfy the exclusion property, after confirmation with other nodes, it will re-select

another key subset. The key selection is memoryless, therefore it is assumed that the nodes will

probably derive a proper key pattern on the retry. The probability of key patterns satisfying the

exclusion property can be increased by feasible parameter selection. DKPS therefore has its roots

in a combination of probabilistic method and privacy homomorphism [96].

The proposed DKPS scheme contains three phases:

Phase-1. Distributed key selection (DKS).

Phase-2. Secure shared-key discovery (SSD).

Phase-3. Key exclusion property testing (KEPT).

3.10.1 Distributed Key Selection (DKS)

In the DKS phase each node generates or agrees on a publicly known universal key set P and

randomly picks keys to form a key-ring (Pi ⊆ P ). This selection process satisfies an exclusion

property defined as a special case of the probabilistic cover-free family (CFF) [69]. Note that [69]

does not specifies a procedure for generating P , but specify P to be simply ZN .

The generalized definition of the CFF, as given in [69], is as follows:

Let P be an N -set of points {p1, p2, . . . , pN} and β be a set of subsets X (also called blocks) of P .

This can also be written as: X ⊆ P , ∀X ∈ β. Let N and T denote | P | and | β | respectively, then
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Figure 3.16: DKS based on probabilistic CFF construction

the set system (P, β) is called a (w, r; d) — CFF (N, T ) (cover-free family) if, for any w subsets

X1, . . . , Xw ∈ β and any other r blocks Y1, . . . , Yr ∈ β, satisfies

| (
w⋂

i=1

Xi) \ (
r⋃

j=1

Yj |≥ d,

with d as a positive integer.

CFF is a widely adopted benchmark for formulating the security property of KPS [69]. The con-

ventional construction methods of CFFs found in coding theory and design theory are centralized

and therefore not suitable for ad hoc networks [69]. In [69], the reliance on a TTP is eliminated

by constructing the CFF in a distributed manner using a probabilistic method. By constructing

(w, r; 1) — CFF over a publicly known universal key set P , each node or user picks a subset Xi ⊂ P

as key-ring. It follows that based on the properties of the constructed (w, r; d) — CFF, any subset

of nodes with size up to w can find at least one common key from their key patterns and any

collusion of nodes outside this subset with size smaller than r cannot derive the common key. In

Fig. 3.16 [69], it is shown how two users in a probabilistic construction can individually pick keys

to form their key rings, while satisfying the exclusion property of (w, r; d) — CFF.

If the capacity of each node’s key-ring is denoted by kB the DKS construction of (w, r; d) — CFF

is as follows:

Step-1. The nodes select k ≤ kB such that d divides k.

Step-2. The universal key set P is formed with size N = k · u · r, where u = k
d . Each node holds

its own instance of P .

Step-3. Key set P is divided into k partitions P1, P2, . . . , Pk, each of size u · r.

Step-4. The nodes individually pick keys for their rings to form β = {p1, p2, . . . , pk}, with each

pi randomly selected from the partition Pi, 1 ≤ i ≤ k.
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3.10.2 Secure Shared-key Discovery (SSD)

In the key discovery phase all nodes pairwise establish which keys in their key-rings they have in

common, without revealing information about the keys not in common.

The SSD protocol is based on private homomorphic encryption (PH encryption) [97] [98] [99].

In [69], the author introduces a Modified Rivest’s Scheme (MRS) based on the original algorithm

by [96] to eliminate problems identified in other PH encryption schemes.

In conventional KPS the TTP gives each node a corresponding key identifier for each key in the

node’s key-ring. The TTP also knows the mapping between all keys and identifiers. The TTP

reveals to the nodes the mapping between the keys and identifiers relevant only to the keys on the

node’s key-ring. In this case the nodes can easily initiate SSD by broadcasting their key identifiers

to other protocol participants. Consequently only those nodes that have the same keys can gain

knowledge of the keys they have in common.

For a system without a TTP, SSD is not so trivial. The DKPS proposed in [69] implements an

SSD protocol using MRS. The SSD or secure set intersection problem is defined by [69] as follows:

• Two parties, Alice and Bob, have two key sets A = {a1, a2, . . . , al} and B = {b1, b2, . . . , bm}
respectively. How can two parties obtain A ∪ B without allowing other parties to learn the

elements outside the intersection? The exchange of A ∪ B must also be secure from passive

adversaries, eavesdropping on the SSD procedure.

The SSD-MRS protocol [69] attempts to solve the SSD problem in four steps:

Step-1. Alice forms a polynomial, fA(x) = xl + Al−1x
l−1 + . . . + A1x + A0 and encrypts the

coefficient using EKA
(·) where KA is her keys in subset A. These are transferred to Bob.

Step-2. Bob sorts his key set B in descending order and chooses a random secret rB . The

homomorphic properties of EKA
(·) allows Bob to compute zi = EKA

(rBfA(B)) for 1 ≤ i ≤ m

Step-3. Alice receives all zi’s and decrypts them using KA. Alice thus obtains rBfA(B) ∀ 1 ≤
i ≤ m. Because B are blinded by rB , Alice gains no knowledge of Bob’s keys. What Alice

knows is B ∈ A that satisfy rBfA(B) = 0.

Step-4. Alice returns a m-bit bitmap with 1 at the bits where rBfA(B) = 0. All common keys in

A ∪B can be used to compute a session key only known by Alice and Bob.
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Note that the SSD-MRS must be executed in parallel from both parties’ perspective. The above

description applies to Bob checking with Alice which keys they have in common.

3.10.3 Key Exclusion Property Testing (KEPT)

The third and final phase of the DKPS scheme ensures that the exclusion property holds. If not,

the protocol has to be re-executed from phase 1 with DKS followed by SSD-MRS in phase 2.

Each node can represent the pattern of how its keys are shared with other nodes in a binary

structure called an incidence matrix. Using an incidence matrix each node can verify whether all

keys satisfy the exclusion property of (w, r; d) — CFF. The definition of an incidence matrix is

given in [69] as follows: if a node has k keys in its key-ring and there are m other nodes then its

incidence matrix is a m× k binary matrix A = [aij ] with:

aij =





1 , if the jth key is shared with the ith node

0 , otherwise

If the exclusion property holds then a vector formed by the bitwise-AND operation of any w rows of

A will have at least d bit positions of ‘1’ different from the vector formed by taking the bitwise-OR

of any other r rows.

3.10.4 Computing the Group Key

After completing the DKPS protocols, each node can find a block of keys in common with any

group of other nodes. The subset of keys are used by all group members to compute the group key

known to all by taking a hash function h(·) of the concatenation of all the common key’s ki.

Kgroup = h(k1 ‖ · · · ‖ ki ‖ · · · ‖ kx) (3.9)

3.10.5 Discussion of the Distributed Key Pre-Distribution Scheme

In [69], asymmetric/public key cryptosystems are deemed unsuitable for ad hoc networks due to

their inefficiency. The author of [69] refers to [76], an investigation into key management schemes

for sensor networks, to substantiate this statement. While this statement is accurate for sensor
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networks, this is not the case for ad hoc networks. Although having similar constraints to ad

hoc networks, sensor networks have much tighter constraints on the nodes’ energy, computational

and memory resources. The nodes in sensor networks, as a result of their intended application,

are very small with dimensions in the cubic millimeter range [100]. These ‘stringent’ constraints

on energy, computational and memory resources makes asymmetric schemes impractical for use

in sensor networks [94] [95]. Although nodes in ad hoc networks have limited resources, these

resources are sufficient to support asymmetric cryptosystems [3] [4] [35]. This is in particular true

with recent advances in elliptic curve cryptography [65] [101].

From the discussion on the distributed key selection (DKS) protocol (Section 3.10.1), it should be

clear that any node that has the universal publicly known key set P , can randomly pick keys to

form an individual key-ring. By the properties of the cover-free family (CFF), (w, r; 1) — CFF,

the adversary executing the DKS protocol shares at least one common key with all of the nodes

in the network. The SSD-MRS protocol given in Section 3.10.2 allows users to discover what keys

they have in common with other nodes, while satisfying the exclusion property. The SSD-MRS

protocol offers no mechanism to provide protocol participants with implicit key authentication, i.e.,

a member Mi of a group M has no assurance that an adversary Mq 6∈ M cannot impersonate a

legitimate Mi and learn the common group keys and therefore compute Kgroup. DKPS is intended

for nodes forming a group with no prior contact or pre-distributed shared secrets, except a publicly

known pool of keys P [69]. With no prior secret share between the group members as stated in [69],

it is not clear how DKPS will achieve implicit key authentication. In a truly ad hoc setting nodes

may initially not be concerned with the identities of the other nodes since these nodes have no

relationships prior to group formation. Nevertheless, a mechanism is required to uniquely bind a

node to its identity in order to hold a node accountable for its actions. It should be clear that

as these nodes build relationships after group genesis an authentication mechanism will become

essential.

An authenticated group key agreement protocol (AGKAP) allows group members to establish a

shared secret key in the presence of an active adversary [11] [75]. Providing key authentication using

DKPS as a stand alone symmetric group key management scheme, without a TTP, is not possible.

It is well known that asymmetric key cryptosystems require computational and energy resources

that are orders of magnitude more than symmetric key cryptosystems. Despite the inefficiency,

asymmetric cryptosystems have properties making them superior for distributing keys, providing

authentication, data integrity and non-repudiation [11] [3]. The latter three of these functionalities

provided by asymmetric cryptosystems play an important role in group key management protocols.

The most feasible security mechanisms will therefore incorporate a hybrid cryptoscheme drawing
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from the advantages of both symmetric and asymmetric based schemes.

The security of DKPS rests on the probability of the system satisfying the criteria of a cover-free

family (CFF). As explained in [69], most of the nodes would successfully establish a good key

set satisfying the exclusion property. Although there is a high probability of success, it is in fact

only known if the exclusion property holds after execution of the key exclusion property testing

(KEPT) protocol. If the exclusion property is violated then the two protocol participants need to

re-execute the DKPS protocols until the KEPT protocol returns a positive result.

Suppose a node M1 in the initialization phase of the network performs DKS and SSD with M2

and SSD with each of the other n− 2 nodes in the network. After each execution of the DKS and

SSD-MRS protocols, KEPT is used to test if the exclusion property holds. Assume that KEPT

returns a positive result for the first i − 2 nodes, but returns a negative result for the common

keys shared between M1 and Mi. What this implies is that the whole process must start over as

M1 has to re-execute the DKS protocol and consequently SSD-MRS with all the other nodes for

which KEPT has already returned a positive result. It is thus not clear if the DKPS scheme will

converge and yield good key sets that satisfy the exclusion property for all node combinations in

the network. If convergence is possible then DKPS requires all n group members to perform DKS

once, twice or even more times, with SSD followed by the execution of KEPT with the remaining

n − 1 members. Without optimization, this will result in a best case latency of n(n − 1) DKPS

executions before Kgroup can be calculated. Robust implementation and practicality of DKPS may

therefore be problematic.

It is noted here that DKPS fails to provide members of dynamic peer groups with key freshness,

perfect forward secrecy, key independence and resistance to known key attacks as defined in [16].

It can thus be concluded that DKPS is not suitable for DPGs found in ad hoc networks.

3.11 Decentralized Key Distribution

The Centralized Key Distribution (CKD) protocol suite as given in [74] is not suitable for DPGs.

In order to satisfy the properties of general decentralized key distribution protocols, as defined in

Section 3.1, only one modification was made to the CKD scheme. As illustrated in Fig. 3.1, central-

ized key management is a subset of key transport that is normally used by large non-collaborative

groups. The primary difference between centralized and decentralized key transport protocols is

that centralized schemes have a designated TTP responsible for all initial key transport (IKT)
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operations and auxiliary key transport (AKT) operations, while these operations are performed

by any randomly chosen group member in the decentralized schemes. In the case of the CKD

scheme [74], the TTP (group controller) is always the oldest group member. By allowing the

role of group controller to be randomly assigned to any group member, the CKD scheme as pre-

sented in [74] can be grouped with decentralized key agreement schemes as opposed to centralized

schemes. The modified CKD scheme will thus randomly select any group member to take on the

responsibility of group controller at the beginning of each AKT operation.

Regardless of the group event (IKT or AKT operation) the protocol executes in two phases:

Phase-1. Each group member and the randomly chosen group controller agree on a symmetric

key using the authenticated II-party DH protocol [102]. On each AKT operation the new

group controller has to repeat this operation with every member.

Phase-2. The group controller independently generates and distributes the group key. For this

reason CKD can be seen as a key transport protocol.

3.11.1 CKD Auxiliary Key Transport: Mass Join

The CKD mass join protocol adds k members to a group of size n. Assume member M1 to be the

randomly chosen group controller.

The CKD mass join protocol executes in four steps:

Step-1. M1 selects a random secret r1 ∈ Zq.

M1 −→ {Mn+j |j ∈ [1, k]} : αr1 mod p

Step-2. For each j ∈ [1, k], Mn+j selects a random secret rn+j ∈ Zq.

M1 ←− Mn+j : αrn+j mod p

Step-3. M1 selects a random group secret rgs.

M1 −→ Mi : rαr1ri

gs mod p ∀ i ∈ [2, n + k]

Step-4. All group members n + k compute K ′ from the broadcast message.

90



Chapter-3. A Survey on Group Key Management for Mobile Ad Hoc Networks

3.11.2 CKD Auxiliary Key Transport: Mass Leave

The CKD mass leave protocol excludes l members from a group of size n. Assume members M1

to be the randomly chosen group controller.

The CKD mass leave protocol executes in two steps:

Step-1. M1 selects a new group random secret r′gs

M1 −→ Mi : r′ α
r1ri

gs mod p, Mi 6∈ l

Step-2. All group members n− l compute K ′ from the broadcast message.

3.11.3 Discussion of the CKD Protocol Suite

Some features of decentralized key distribution protocols make them unsuitable for ad hoc networks:

1. The central entity (group controller) presents a single point of vulnerability although it is

randomly chosen among the group members.

2. On each AKT operation, the new randomly chosen group controller is required to perform an

authenticated II-party DH key exchange with each group member, which results in significant

additional communication and computational overhead.

3. Ad hoc networks are highly dynamic in nature and no group member can be assumed to be

present all the time. The central group controller may be unavailable due to any number

of factors such as moving out of transmission range, error-prone wireless connectivity or

depleted resources. In the event of the controller not being available a new controller must

take over the responsibility, which results in additional high overhead.

4. Centralized key distribution cannot provide perfect forward secrecy. [1].

5. Group members do not get assurance that the group key is random and satisfy key freshness

[1].

As pointed out in [1], a central point is however needed for the administration of group membership

operations. The functionality of group controller should be performable by any group member. The

group controller serves only to synchronize the IKA and AKA operations to prevent confusion. It
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should thus be clear that the existence and assignment of the group controller should be orthogonal

to the key agreement protocols and depend solely on group policy.

3.12 Performance Analysis

The computational and communication overhead of contributory key agreement protocols are im-

portant issues to consider when determining the protocols’ suitability for ad hoc networks. This

is due to ad hoc networks’ limited computational and communication resources. Table 3.1 to

Table 3.5 compare the worst case communication cost and computational cost of the most promis-

ing existing schemes (Cliques [1], TGDH [9] and BD∗ [68]) that incorporate IKA and AKA

operations.

3.12.1 Efficiency of IKA operations

Table 3.1 shows that in terms of communication cost, Cliques IKA.1 and IKA.2 protocols out-

perform the BD∗ protocol. Although the BD protocol executes in only two rounds, a synchronous

broadcast system is impractical (Section 3.9.3). The BD∗ protocol’s 2n broadcast messages would

result in more network congestion than Cliques IKA.1 and IKA.2, which predominantly use uni-

cast messages. In the BD∗ protocol’s defence it should be realized that in order to place an

equivalent amount of overhead on each group member in a fully distributed, contributory system,

the scheme is bound to be based on a broadcast system. In such a scenario broadcast is not only

the most efficient means of communication, but has been proven to be the most reliable in ad

hoc networks [35]. The reader is also referred to [67], which defines the lower bound on message

exchange of a contributory, broadcast based key agreement scheme to be n broadcast messages.

The BD∗ protocol thus requires its communication overhead to be halved in order to be optimal.

The BD and BD∗ protocols’ key construction procedure allows for significant savings in compu-

tational cost. As illustrated in Table 3.2, of the n+2 exponentiations performed by each member,

n − 1 of these are ‘low cost’ (although the additional time complexity added by these smaller

exponentiations may not be insignificant for larger group sizes). From the computational effi-

ciency analysis results given in Table 3.2 through to Table 3.5 it is clear that Cliques fails to

distribute the burden of key management fairly between all group members. [1] improves on the

computational overhead distribution of Cliques IKA.1 with IKA.2, reducing the exponentiations

per protocol participant to only four. There may however be a few inherited problems with this
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enhancement if Cliques IKA.2 protocol were to be used in ad hoc networks:

• The highest indexed member (Mn) is still required to perform n exponentiations. The im-

provement thus will not aid in mitigating selfishness attacks [77].

• The improvement from IKA.1 to IKA.2, in terms of computational overhead distribution,

comes at the cost of significant communication overhead.

• The highest indexed member’s role in the initial key agreement protocol becomes centralized,

giving adversaries a single point of attack.

The computational cost introduced by message authentication (which implicitly implies member

authentication) is given in Table 3.4 and Table 3.5 in terms of the number of signatures generated

and signatures verified by each group member. The number of signatures generated by members

during initial key agreement is very similar for all protocols. The major difference relates to the

number of verifications per member. Here the Cliques IKA.1 and IKA.2 protocols [1] prove to be

superior to the BD∗ IKA protocol [68]. One should however consider that signature schemes such as

RSA, provides significantly faster signature verification than signature generation procedures [11].

3.12.2 Efficiency of AKA operations

In DPGs, efficient AKA operations are more important than IKA operations, since the latter is

performed only once [1]. It is therefore important for key management schemes, designed for ad

hoc networks, to minimize the communication and computational overhead associated with the

AKA operations (Fig. 3.2).

As mentioned in Section 3.9.3, [1] claims that closer inspection reveals that all group members

have to refresh their share of the group key on each group event in order to prevent leaking too

much information or prevent serving as exponentiation oracles. Since this is not formally proved

in literature, the efficiency analysis of the BD∗ protocols AKA operations is given for the optimal

case where only one member is required to renew its share in the group key.

To make a feasible comparison between the AKA operations of the existing schemes [1] [9] [68],

communication and computational overhead have to be considered simultaneously. An overall as-

sessment shows that tree-based protocols (TGDH) are superior to the serial topology protocols

(Cliques) and topology independent protocols (BD∗) with respect to changes in group mem-

bership. Tree-based protocols are thus more easily scalable and better suited for large groups
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(n > 100). In a dynamic peer group setting, group sizes will however be small, which limits the

improved performance of tree-based schemes. In order to make an overall performance comparison

between the existing schemes, the time complexity of the respective AKA operations might be a

more feasible parameter to consider. Since the time complexity is dependent on numerous factors

(such as node processing power, network environment, group size, and number of members leaving

or joining) a more realistic study is required through simulation. It is however noted that since

the existing schemes [1] [9] [68] are unsuitable for ad hoc networks, the conclusions drawn from

such simulations with respect to efficiency comparisons may be impractical or limited. Simulations

and a performance comparison on the existing group key management schemes in a conventional

network setting have been presented by Amir et al. and the reader is referred to [74] for details.

3.13 Conclusions

This article presents a survey on the published group key management schemes with respect to

their suitability for mobile ad hoc networks. Studies within the available literature have shown

that group-oriented communication in ad hoc networks will generally occur in the form of dynamic

peer groups (DPGs). The protocols for DPG settings were categorized in terms of their underlying

key establishment mechanisms. These categories included.

• Contributory key agreement and key pre-distribution as subsets of key agreement.

• Decentralized key distribution as a subset of key transport.

Contributory key agreement was further uniquely subdivided based on the topology enforced upon

the group members as a derivative of the construction method used to obtain a desired group key

form. Each of these subsets was discussed by introducing at least one group key management

scheme from within the grouping. The analysis of each group key management scheme was fol-

lowed by a discussion on the scheme’s suitability for ad hoc networks. The performance of the

protocol suites that consider both initial key agreement (IKA) and auxiliary key agreement (AKA)

operations was presented and analyzed.

The conclusion drawn from the survey is that distinct challenges arrive when adapting group key

management protocols designed for conventional networks to suit ad hoc networks:

• Protocols cannot be dependent on any specific order of nodes participation or hierarchical

structure (topology) due to ad hoc networks’ dynamic network topology.
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Table 3.1: Communication cost comparison between reviewed protocol suites

Initial Key Agreement
Protocols Rounds Messages Unicast Broadcast

IKA.1 n n n− 1 n
Cliques

IKA.2 n + 1 2n− 1 2n− 3 2

TGDH n/a n/a n/a n/a

BD 2 2n 0 2n

BD∗ 2n 2n 0 2n

Auxiliary Key Agreement
Protocols Rounds Messages Unicast Broadcast

MA 2 2 1 1

ME 1 1 0 1

MJ u + 1 u + 1 u 1
Cliquesa

ML 1 1 0 1

MA 2 3 0 3

ME 1 1 0 1

GM dlog2ke+ 1 2k 0 2k
TGDHb

GP min [(log2v + 1), h] min
[
2v,

⌈
n
2

⌉]
0 min

[
2v,

⌈
n
2

⌉]

MA 5 5 0 5

ME 4 4 0 4

MJ u + 4 u + 4 0 u + 4
(BD∗)a c

ML 2(w + c + 1) 2(w + c + 1) 0 2(w + c + 1)
a u denotes the number of members joining the group.
b k denotes the number of subgroups, v the number of leaving members and h the height of

the key tree.
c w = {Mi}, where each Mi represents an isolated leaving member. c = {cj} represents the

set of leaving subgroups where cj = {Mj ,Mj+1, . . . , Mj+k}, for k ≥ 1 and j ∈ β, denotes
a subgroup of indexed neighboring members leaving together. The total number of leaving
members is thus v = w ∪ c. The total number of rounds is given for i− j > 1. For the sake
of simplicity the case when i− j = 1 will not be considered in this table.
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Table 3.2: Computational cost comparison between reviewed protocol suites with respect to expo-
nentiations per group member

Initial Key Agreement
Protocols

Exponentiations per Mi

IKA.1 (i + 1) for i < n, n for Mn
Cliques

IKA.2 4 for i < (n− 1), {2, n} for {Mn−1,Mn}
TGDH n/a

BD n + 2

BD∗ n + 2

Auxiliary Key Agreement
Protocols

Exponentiations per Mi

MA {n + 1, n + 2} for {Mc,Mn+1}, 1 for other Mi

ME (n− 1) for Mc, 1 for other Mi

MJ (i + n) for Mi+n, 0 ≤ i < u, (u + n) for Mn+u, 1 for other Mi
Cliquesa

ML (n− v) for Mc, 1 for other Mi

MA 2(h− 1) for Ms, (h− 1) for other Mi

ME 2(h− 1) for Ms, (h− 1) for other Mi

GM 2(h− 1) for Ms, (h− 1) for other Mi
TGDHb

GP 2(h− 1) for Ms, (h− 1) for other Mi

MA (n + 1)e for Mi, i ∈ {(n− 1), n, (n + 1), 1}, ne for other Mi

ME (n + 1)e for Mi, i ∈ {(j − 2), (j − 1), (j + 1)}, ne for other Mi

MJ (n + 1)e for Mi, i ∈ {(n− 1), n, . . . , (n + u), 1}, n for other Mi
(BD∗)a c

ML (n + 1)e for Mi i ∈ σd, ne for other Mi

a u denotes the number of members joining the group.
b k denotes the number of subgroups, v the number of leaving members and h the height of the

key tree.
c w = {Mi}, where each Mi represents an isolated leaving member. c = {cj} represents the set of

leaving subgroups where cj = {Mj , Mj+1, . . . ,Mj+k}, for k ≥ 1 and j ∈ β, denotes a subgroup
of indexed neighboring members leaving together. The total number of leaving members are
thus v = w ∪ c. The total number of rounds is given for i − j > 1. For the sake of simplicity
the case when i− j = 1 will not be considered in this table.

d Members neighboring w, c and Mk, form the set σ.
e n− 1 of these exponents are ‘low’ cost, i.e. ∈ [n− 1].
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Table 3.3: Computational cost comparison between re-
viewed protocol suites with respect to total exponentiations

Initial Key Agreement
Protocols

Total Exponentiations

IKA.1 n(n+3)
2 − 1

Cliques
IKA.2 5n− 6

TGDH n/a

BD n(n + 2)

BD∗ n(n + 2)

Auxiliary Key Agreement
Protocols

Total Exponentiations

MA 3n + 2

ME 2n− 3

MJ u
2 (u + 1) + n(u + 2)− 1

Cliquesa

ML 2(n− v)− 1

MA 3h− 3

ME 3h− 3

GM 3h− 3
TGDHb

GP 3h− 3

MA n2 + n + 4

ME n2 − n + 3

MJ n2 + u(n− 1) + 3
(BD∗)a c

ML n2 − vn + 2(w + c) + 1

a u denotes the number of members joining the group.
b k denotes the number of subgroups, v the number of

leaving members and h the height of the key tree.
c w = {Mi}, where each Mi represents an isolated leaving

member. c = {cj} represents the set of leaving sub-
groups where cj = {Mj ,Mj+1, . . . , Mj+k}, for k ≥ 1
and j ∈ β, denotes a subgroup of indexed neighboring
members leaving together. The total number of leaving
members are thus v = w∪c. The total number of rounds
is given for i− j > 1. For the sake of simplicity the case
when i− j = 1 will not be considered in this table.
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Table 3.4: Computational cost comparison between reviewed protocol suites with respect
to signatures per group member

Initial Key Agreement
Protocols

Signatures per Mi

IKA.1 1
Cliques

IKA.2 1 for Mn, 2 for other Mi

TGDH n/a

BD 2

BD∗ 2

Auxiliary Key Agreement
Protocols

Signatures per Mi

MA 1 for {Mc,Mn+1}
ME 1 for Mc

MJ 1 for Mi, i ∈ [n, n + 1, . . . , n + u]
Cliquesa

ML 1 for Mc

MA 2

ME 1

GM dlog2ke+ 1
TGDHb

GP min [(log2v + 1), h]

MA 1 for Mi, i ∈ {(n− 1), (n + 1), 1}, 2 for Mn

ME 1 for Mi, i ∈ {(j − 2), (j + 1)}, 2 for Mj−1

MJ 1 for Mi, i ∈ {(n− 1), (n + 1), . . . , (n + u), 1}, 2 for Mn
(BD∗)a c

ML 1 for Mi i ∈ σd, 2 for Mk

a u denotes the number of members joining the group.
b k denotes the number of subgroups, v the number of leaving members and h the height

of the key tree.
c w = {Mi}, where each Mi represents an isolated leaving member. c = {cj} represents

the set of leaving subgroups where cj = {Mj , Mj+1, . . . ,Mj+k}, for k ≥ 1 and j ∈ β,
denotes a subgroup of indexed neighboring members leaving together. The total number
of leaving members are thus v = w∪c. The total number of rounds is given for i−j > 1.
For the sake of simplicity the case when i− j = 1 will not be considered in this table.

d Members neighboring w, c and Mk, form the set σ.
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Table 3.5: Computational cost comparison between reviewed protocol suites with
respect to verifications per group member

Initial Key Agreement
Protocols

Verifications per Mi

IKA.1 1 for {M1,Mn}, 2 for other Mi
Cliques

IKA.2 2 for {M1,Mn−1}, (n− 1) for Mn, 3 for other Mi

TGDH n/a

BD 2n

BD∗ 2n

Auxiliary Key Agreement
Protocols

Verifications per Mi

MA 1

ME 1 for Mi, i 6= c

MJ 2 for Mi, i = [(n + 1), (n + u− 1)], 1 for other Mi
Cliquesa

ML 1 for Mi, i 6= c

MA 3

ME 1

GM dlog2ke
TGDHb

GP min[2v, dn
2 e]

MA 3 for Mn, 4 for other Mi

ME 2 for Mj−1, 3 for other Mi

MJ u + 2 for Mn, u + 3 for other Mi
(BD∗)a c

ML 2(w + c) other Mi, i ∈ σd, 2(w + c) + 1 other Mi

a u denotes the number of members joining the group.
b k denotes the number of subgroups, v the number of leaving members and h the

height of the key tree.
c w = {Mi}, where each Mi represents an isolated leaving member. c = {cj}

represents the set of leaving subgroups where cj = {Mj ,Mj+1, . . . , Mj+k}, for
k ≥ 1 and j ∈ β, denotes a subgroup of indexed neighboring members leaving
together. The total number of leaving members are thus v = w ∪ c. The total
number of rounds is given for i− j > 1. For the sake of simplicity the case when
i− j = 1 will not be considered in this table.

d Members neighboring w, c and Mk, form the set σ.
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• Integration of a robust authentication mechanism is required to mitigate attacks from stronger

active adversaries. It is essential that these mechanism introduce minimal additional com-

putational and communication cost.

• The computational and communication overhead should be fairly or equally distributed to

all members or participants. This is essential to mitigate selfishness attacks.

• The protocol should be deployable in a self-organized network and thus ideally eliminate

any imbalance between the responsibilities of nodes. The protocol should therefore be fully

distributed to avoid single points of vulnerability.

• If special responsibilities (such as group controller) are delegated to the group members, such

roles should be randomly assigned to any group member based on group policy and therefore

be orthogonal to the key establishment process.

Adhering to the latter three of these conditions allows the group key management scheme to

preserve the strong symmetric relationships between the members of the DPGs found in ad hoc

networks.

The final conclusion drawn from the discussions on the existing key agreement schemes for DPGs,

is that only the Burmester and Desmedt (BD) topology independent contributory key agreement

protocol [68], which is based on a broadcasting system, seems to satisfy most of the fundamental

properties of ad hoc networks. According to [1], the BD key agreement protocol however suffers

from some disadvantages, for example, high communication overhead and susceptibility to active

adversaries, which makes it impractical.

This study confirms that key management mechanisms proposed to support the security of con-

ventional networks are not necessarily suitable or adaptable to ad hoc networks. New techniques,

designed specifically for ad hoc networks, are necessary. Key management for DPGs in ad hoc

networks is still an interesting research area with room for innovation.
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Chapter 4

Bootstrapping Group

Communication and Security in

Mobile Ad Hoc Networks

4.1 Introduction

Users of ad hoc networks may require to participate in collaborative applications supported by

dynamic peer groups (DPGs) [1] [79] [80] [2] (Chapter 3). Conventional, large groups found, for

example, with internet multicast applications are normally non-collaborative and hard to control

on a point-to-point basis [1] [103] [79]. They therefore have a hierarchical structure maintained by

an online authority and exhibit one-to-many broadcast communication patterns [1] [103] [9] [79].

The characteristics of ad hoc networks determine that DPGs, as small collaborative groups (with

membership in the order of a hundred), may be more suited for group-oriented applications than

large non-collaborative groups [103] [79] [2].

DPGs have to be supported by a reliable, view-oriented Group Communication System (GCS) [10]

designed specifically for ad hoc networks, of which the ProbabilistIc Lightweight grOup communi-

cation sysTem (Pilot) [2], is a noteworthy contribution. The GCS infrastructure provides DPGs

with important communication functions such as membership services, multicasting and data shar-

ing [1] [10] [2]. In turn, the GCS itself may need a DPG instance to function such as the Storage
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Set (StS) used by Pilot. The StS holds shared data in a replicated fashion that can be updated

or queried by group members (or agents) using the data sharing service and underlying multicast

protocol [2].

In mobile ad hoc networks, error-prone multihop wireless links and node mobility give rise to

frequent route failures. These characteristics cause unpredictable and dynamic network topolo-

gies that make group communication vulnerable to various attacks and notoriously challenging to

bootstrap and secure [3] [5] [28]. In this context the expression, bootstrap security, refers to the

practical implementation of a set of techniques and procedures supporting the establishment and

maintenance of keying material between authorized nodes, starting with no shared keying material

between nodes prior to network formation and, without any assistance from an online authority.

4.1.1 Problem Statement

In this chapter we address the related problems of bootstrapping group communication and se-

curity for DPGs and the underlying GCS for ad hoc networks. The objective is to bootstrap the

following GCS protocols: 1) unicast routing, 2) group membership services, 3) multicast routing,

4) group key agreement and 5) data sharing. Based on our investigations the process of starting

an instance of the GCS that is self-initiating and self-sustaining (what we refer to as bootstrapping

group communication) should be considered together with providing the GCS with the necessary

keying material to secure the protocol structure listed above (what we refer to as bootstrapping the

security of group communication). More precisely, the expression bootstrap group communication

refers to the practical implementation of a set of techniques and procedures supporting the estab-

lishment and maintenance of a group view between authorized nodes, starting with no shared view

between nodes prior to network formation and, without any assistance from an online authority.

Bootstrapping of the GCS is mainly performed by the group membership service [10].

To discuss the problem in more detail we consider the characteristics of GCS’ suitable for ad hoc

networks and discuss the main design challenges and requirements for bootstrapping a GCS and

the underlying security mechanisms.

4.1.1.1 Security Requirements for Group Communication

The minimum set of security services provided by a GCS are presented in [80]. In order to bootstrap

the security for group communication, the security mechanisms in support of membership services,
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multicast routing and data sharing schemes, should be provided with timely cryptographic keying

material by the key management scheme [80].

Next, we consider each of the GCS architecture protocols listed above to highlight specific design

challenges and requirements. The dependencies between the protocols of a GCS are important for

security and should be considered when bootstrapping group communication systems.

4.1.1.2 Bootstrapping Security for Unicast Routing

The security of the unicast routing protocol should be bootstrapped first. We define the require-

ments for bootstrapping the security of a unicast routing protocol in [17] [16] and Chapter 2. The

most difficult challenges are to break the routing-security interdependence cycle [33] and share

only the necessary keying material without relying on a distributed online authority [16]. Keying

material cannot be trivially shared between all network participants prior to network formation as

this will make the network nonscalable and prevent spontaneous network formation [17]. Including

keying material in routing packets is an easy way to break the routing-security interdependence

cycle, but is inefficient considering the large number of control packets generated by on-demand

routing protocols [36] [17].

4.1.1.3 Group Membership Service for Bootstrapping Group Communication Sys-

tems

The group membership service maintains the view or listing of the current active and connected

members (or processes) for each group communication participant [10]. The safety and liveness

properties of a membership service for GCS is defined in [10]. An efficient approach would require

the key management protocol, in support of the unicast routing protocol, to provide the mem-

bership service with the necessary keying material to secure the construction and maintenance of

views.

Applying conventional membership services to ad hoc networks will most likely be partitionable

due to the difficulty of providing a primary-partition (or primary components) group membership

service in asynchronous systems [104] [105] [2]. Given the characteristics of ad hoc networks, such

as, node mobility and frequent node and route failures, these factors may prevent the membership

service from maintaining a single, full membership view [2].

Contributory group key agreement protocols, as we discuss in [19], cannot tolerate multiple views
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[79] [1]; a primary-partition group membership service is needed. Stronger reliability mechanisms

and assumptions are required for the primary-partition group membership protocols to remain

solvable in ad hoc networks [104] [105].

4.1.1.4 Bootstrapping Security for Multicasting

The multicast protocol delivers ordered messages to the current multicast-group members [80]. The

safety and liveness properties of such a multicast service are defined in [10]. An efficient approach

would require that all the necessary keying material to secure the multicast protocol is available

as the membership service install a view.

4.1.1.5 Bootstrapping Security for Contributory Group Key Agreement

Most existing contributory group key agreement schemes1, as we discuss in [19], enforce a virtual

topology on the group structure by the construction method used to obtain a desired group key

form. The virtual topology formed by the group members is determined by the order in which

protocol participants perform operations on intermediate keying material to form the group key

or is determined by the order in which the participants generate intermediate keying material.

Based on our analysis [19], the group key agreement protocol will be the most efficient if the

virtual structure of the group, maps to the underlying network topology formed by the nodes. In

practice, the dynamic virtual structure of the group will not correspond to the dynamic network

topology of the ad hoc network as the group membership changes and the users change position2.

This situation clearly surpasses the design challenges due to dynamic membership and network

faults envisioned in wired networks by [1] [79]; combining the dynamic network topology of ad hoc

networks with the dynamic membership of DPGs on the application layer give rise to a system

with little determinism.

Our objective is not to design a new group key computation method for initial and auxiliary key

agreement operations [1]. We are more interested in the implementation of group key agreement

schemes in ad hoc networks versus contributing toward a new mathematical model.
1Group key agreement supports other important security objectives for group communication, such as

confidentiality, authentication and nonrepudiation [80] [11]. The properties of contributory group key agreement
can be found in [103].

2For this reason we conclude in [19] that a topology independent group key agreement scheme may be most
suitable for ad hoc networks. However, this means the scheme will rely on broadcasting to distribute contributions
which is not ideal.
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4.1.1.6 Bootstrapping Security for Dynamic Peer Groups

DPGs have no central point of control and special roles, such as a group leader, are also not fixed

prior to group formation [1] [79]. DPGs have many-to-many communication patterns and are by

nature dynamic in membership, i.e. members may join and leave frequently [1] [103] [79]. The

underlying GCS will need to support the dynamic group membership, which have a direct impact

on the properties of a suitable GCS. Existing group key agreement schemes for DPGs such as

Tree-based Group Diffie-Hellman (TGDH) [9], Cliques [1] and the Burmester and Desmedt BD

protocol [68] attempt to reduce the impact of auxiliary key agreement operations, but cannot be

directly implemented in ad hoc networks [19].

4.1.2 Our Contribution

This chapter significantly expands on our preliminary work [16] [19] [12] [17] [13] considering the

given problem statement. We contribute a Group Key Management scheme, called AdHocGKM,

to bootstrap the security of a GCS for ad hoc networks [2]. We consider the following GCS protocol

architecture, namely 1) unicast routing, 2) group membership services, 3) multicasting, 4) group

key agreement and 5) data sharing. We are not aware of any solutions that bootstrap the security

of a DPG and the underlying GCS for ad hoc networks.

We also present a novel primary-partition group membership service for ad hoc networks that

satisfies the necessary safety and liveness properties for DPGs, based on those defined in [10]. To

the best of our knowledge, we are not aware of any group membership service for ad hoc networks

that satisfies the necessary safety and liveness specifications, based on those defined in [10], in

support of contributory group key agreement. Not considering the impact of group membership

services on group key agreement in a critical omission of many existing schemes for ad hoc networks

as we discuss in Section 4.2.

As we discuss above, the dynamic network topology and group membership maintenance result in

challenging requirements for bootstrapping group communication and security. The main concept

underpinning our solution is to exploit the impact of the undeterministic network topology and

changing group membership. We will show how we use the effect of unicast and multicast routing

failures, and the frequent view maintenance performed by the group membership service, to design

a progressively robust scheme.

We evaluate the security and effectiveness of AdHocGKM and show using simulations that the
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central key distribution mechanism of proposed scheme results in robust security bootstrapping

for group communication with low implementation complexity, suitable for stationary, and low to

high mobility ad hoc networks.

4.1.3 Organization of Chapter

The chapter is organized as follows: Section 4.2 briefly reviews related work in the field of group

key management with respect to its suitability for mobile ad hoc networks. Section 4.3 provides

an overview of AdHocGKM including the system and adversary model (Section 4.3.1), offline

initialization phase (Section 4.3.2) and online post-initialization phase (Section 4.3.3). Section 4.4

discusses the security and features of the proposed key management scheme for GCS suitable for

ad hoc networking. In summary, we conclude in Section 4.5.

4.2 Related Work

This chapter address group key management taking into consideration peer-to-peer key manage-

ment [16], group communications systems (GCS) and associated properties [10] [2] [106] [80],

multicasting [107], group membership services and the impossibility result [10] [104] [105], uni-

cast routing [108] [109], group key agreement for dynamic peer groups [1] [19] and data replica-

tion [110] [111] [112].

We are not aware of any existing literature that consider bootstrapping the security of DPGs and

GCS in ad hoc networks similar to what Amir et al [80] have proposed for conventional, wired

networks [106]. Bootstrapping the security of ad hoc networks is mainly considered in existing

literature in terms of peer-to-peer key management [16] [3] [5] [28] and group key agreement closely

aligned to schemes for conventional networks [19] [113] [114] [115] [92] [116].

Expanding on our analysis in Chapter 3 and [13] [16] to the fields addressed by the above papers, we

briefly discuss the areas that need the most attention in support of reliable group communication,

namely group membership services and group key agreement.

Group membership services suitable for ad hoc networks have received limited attention to date

and is still an open area for research. The most noteworthy effort is due to Briesemeister et

al [117] [118], which unfortunately is not suitable for DPGs due to the localization of group

membership. The ProbabilistIc Lightweight grOup communication sysTem (Pilot) [2], as the
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most prominent GCS for ad hoc networks, mainly focus on partitionable membership services for

the multicast protocol, which are not sufficient to support group key agreement as the multicast-

group membership service is not designed to maintain a primary-partition view. Furthermore,

the membership service of RDG [107] is not based on any explicitly defined safety and liveness

properties as defined in [10].

The TransMAN [119] GCS for mobile ad hoc networks is built on a broadcast infrastructure. The

approach deployed with this protocol is unlikely to yield a suitable GCS for DPGs and contributory

group key agreement given the impossibility result [105] and the dynamic network topology of

mobile ad hoc networks.

The slow advance in the area of group key agreement for ad hoc network GCS, in relation to

conventional networks, is mainly due to the relatively immature state of GCS for ad hoc networks

[120] [10] [80] [2]. We are not aware of any GCS for ad hoc networks that adhere to formal safety

and liveness properties for group membership services and multicasting, as defined in [10], that

will satisfy the requirements of DPGs and contributory group key agreement. As a result, most

existing group key agreement schemes for ad hoc networks [114] [115] [92] [116] [113] [120] assume

the existence of a reliable GCS without understanding if the GCS can meet the requirements of

group communication for ad hoc networks. The existing group key agreement schemes for ad

hoc networks [114] [115] [92] [116] [113] merely adapt schemes for conventional networks [68] [1]

[9]. Considering the design challenges and requirements discussed in Section 4.1.1 and our study

in Chapter 3, implementing group key agreement needs a more innovative approach that take

advantage of the unique characteristics of ad hoc networks by ”fighting fire with fire” [121] [2].

4.3 AdHocGKM: Group Key Management in Ad Hoc Net-

works

The proposed group key management scheme for ad hoc networks, AdHocGKM, bootstraps Group

Communication Systems (GCS) and security for group communication by providing keying material

to the following components of the GCS [10], namely the unicast routing protocol, membership

service, multicast routing, group key agreement and data sharing protocols. Our aim is to design a

straightforward and practical group key management scheme that is easy to analyze and implement.

The following section presents the system and adversary model assumed in the remainder of the

chapter. Section 4.3.2 explains the offline set up procedure for network participants before they
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Figure 4.1: Protocol structure of AdHocGKM integrated with Pilot [2]

join the network. In Section 4.3.3 we discuss how AdHocGKM bootstraps security during the

post-initialization online phase.

The protocol structure of AdHocGKM integrates with the layered architecture of Pilot [2] as

illustrated in Figure 4.1. We highlight the strong dependencies between components of the protocol

structure, as emphasized in Section 4.1.1, by showing an overlap on the same layer.

4.3.1 System and Adversary Models

4.3.1.1 System Model

We consider an ad hoc network of wireless nodes with generic medium access control (MAC)

and routing mechanisms. The network consisting of tens or hundreds of nodes that move with

a random mobility pattern. Nodes can be stationary or move with low to high mobility speeds

(0m/s−20m/s). We assume that there are no pre-existing infrastructure, hence the nodes perform

all networking functions such as routing. The secure unicast routing protocol is on-demand and

based on DSR [108] or AODV [109].

The network has no form of on-line trusted authority, hence our scheme does not make use of a

distributed certificate authority as proposed in [3] [28]. The scheme requires an off-line trusted

authority (TTP) or CA to initialize the nodes prior to joining the network. This assumption is

consistent with existing literature [3] [28] [5] and as noted in [28] allows for a high-level of protection

to secure high-value communication in, for example, military type applications or in any group

which requires strong access control.

We assume AuthBasedPKM as proposed in Chapter 2 as the underlying peer-to-peer key manage-

ment scheme and will explicitly explain its use in this chapter.

The ad hoc network supports Dynamic Peer Groups (DPGs) [1] in the order of a hundred nodes.

108



Chapter-4. Bootstrapping Group Communication and Security in Mobile Ad Hoc Networks

The DPGs make use of a common Group Communication System (GCS). To make the discussion

practical we assume the ProbabilistIc Lightweight grOup communication sysTem (Pilot) [2] as

the GCS, but note that in principle our solution is not dependent on Pilot specifically. We require

the DPG and multicast routing protocol to use the same group membership service. In Section

4.3.3 we discuss the set up of a Storage Set (StS) for Pilot as this is not addressed in [2] [110].

We assume the originator of the DPG to be the group leader (GL). The GL authorize membership

requests and maintain the group view.

We use GES = (M.EGII.3.σ(1), q, s, 1, h(m, q)) [53] to sign messages, but note it can be replaced

by another secure signature scheme with a proof similar to what we present in [12] [13].

We explicitly did not consider distributed-key management and group signatures for this chapter

as we present in Chapter 5 and 6 to simplify the discussion. However, we note that DPGs and

specifically the StS for Pilot will need such security mechanisms. Distributed-key management

and group signatures for ad hoc networks are still open research problems, but we note that the

mechanisms presented in this thesis may be used to implement these schemes.

4.3.1.2 Adversary Model

We consider a straightforward, general adversary model, with the adversary model of [28] as a

subset. An adversary is a malicious node that uses every means available to break the proposed

key management scheme. Any active adversary can eavesdrop on all the communication between

nodes, modify the content of messages and inject them back into the wireless channel. When a

node is compromised all its public and private information is exposed to the adversary. In fact,

the Dolev-Yao adversary model [46] is too restrictive, for example, it fails to capture information

an adversary may gain from detailed knowledge of the protocols in use. We assume an active,

insider adversary. The adversary can therefore make use of all the basic network services, such as

the routing infrastructure.

4.3.2 Offline Initialization Phase of AdHocGKM

Prior to joining the network, each node Pi, for (1 ≤ i ≤ n), contacts the off-line trusted authority

for the system parameters and an authority-based certificate with a base public/private key pair

(xi, yi). The offline initialization phase of AdHocGKM is similar to AuthBasedPKM given in

Chapter 2.3 and is repeated here for clarity and due to some simplification.
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The following system parameters and notations are applicable:

p, q two large primes, such that q | (p− 1).

g generator of the cyclic subgroup of order q in (Z)∗p.

H(·) collision free one-way hash function.

xP private key of party P .

yP public key of party P , where yP = gxP mod p.

The certification information for party Pi is set by the CA as KIi = [IDi ‖ IDCA ‖ CertNoCA ‖
IssueDateCA ‖ V alPeriodCA ‖ AddInfo], where IDCA is the identity of the CA, CertNoCA

a unique sequence number, IssueDateCA the date of issuing the certificate, V alPeriodCA the

validity period and AddInfo some additional extension information.

The CA generates a public/private key pair (xi, yi), for node Pi and bind the public key to KIi

and yi to form a base certificate for Pi. The certificate can be verified using yCA. Note that we can

also deploy the Offline Authority-Based Public Key Establishment Scheme presented in Chapter

2.3 to prevent the CA from learning xi.

After Pi obtains a public/private key pair (xi, yi), it uses the base key pair to generate a subordinate

public/private key pair (x′i, y
′
i) as follows [12]:

1. Pi chooses a random number k′i ∈R [1, q − 1] and computes r′i = gk′i mod p.

2. Pi computes its new subordinate private key as:

x′i = xi + H(KIi ‖ r′i)k
′
i mod q, (4.1)

where KIi is the original keying information supplied by the off-line TTP and r′i is Pi’s public

commitment.

3. Finally Pi computes its corresponding subordinate public key as:

y′i = gx′i = yi(r′i)
H(KIi‖r′i) mod p (4.2)

Each node generates a unique identifier (Addressi) that is bound to its base public key yi as

follows: Addressi = H(yi)

AdHocGKM requires Addressi to be used as the node’s network address or as a fixed part of

the address. Note that this requirement places no constraints on the structure of the network
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addresses: the entire hash output, Addressi, can be used in networks with flat, static addresses or

only a part of the output can be used in networks with dynamic addressing.

To obtain an explicitly authentic subordinate key pair, Pi uses its newly obtained subordinate

private key x′i to sign its key information content, KIi (concatenated with its subordinate public

key y′i and public commitment β′i) via the modified ElGamal signature scheme presented in [12].

Pi’s certificate can then be defined as: Cert′i = [KIi ‖ y′i ‖ CertNoi ‖ IssueDate′i ‖ V alPeriod′i ‖
α′i ‖ β′i], where (α′i, β

′
i) is the appended signature on (KIi ‖ y′i ‖ CertNo′i ‖ IssueDate′i ‖

V alPeriod′i ‖ β′i).

Note that Pi’s base key pair (xi, yi) is never used for any real communication. Rather, each Pi

uses its subordinate key pair (x′i, y
′
i) for securing actual communication.

4.3.3 Online Post-initialization Phase of AdHocGKM

4.3.3.1 AdHocGKM Primary-partition Membership Service: Bootstrapping the GCS

The membership service is central to any view-oriented GCS [80] [10]. The membership service

maintains the members’ view of current active and connected group members [10]. When the

membership changes, the primary-partition membership service of each member should install a

new view after converging on a single, full membership view [10].

In this section we present a robust, primary-partition membership service for mobile ad hoc net-

works. The protocol is supported by parts of Pilot as shown in Figure 4.1. We discuss how to

integrate the protocol into the Route Driven Gossip (RDG) multicast protocol [107] of Pilot tak-

ing into consideration its interdependence with the membership service. The protocol replaces the

Pilot multicast-group membership service. The membership service of Pilot [2] is a partitionable

group membership service and will therefore not support contributory key agreement for DPGs.

Our primary-partition membership service also includes a mechanism to establish the Pilot Stor-

age Set (StS) which is not addressed in [2]. The protocol has two parts, ”view construction”, and

”view query and replication”:

View construction protocol:

The group leader (GL) as the originator of the group is the first member of the StS. The GL will

appoint StS members from its V iewgid, with unique group ID (gid), depending on the nature of

the network. For example, a network with high mobility where users experience poor connectivity
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will require more StS members to ensure reliability. Assuming the existence of a GL is reflective

of how groups are formed in practice. The GL will most likely be self-appointed or appointed by

group communication participants after network formation. The StS also have a unique group ID

(StSid). The GL updates V iewStSid as the membership of the StS changes.

The GL may invite users directly to join the group (using a JoinInvite message) or flood the

network with a periodic or ad hoc advertisement (GroupAdvert). Invited members responding

to the JoinInvite, reply to the GL with a JoinAccept or JoinReject. Users responding to a

GroupAdvert send the GL a GroupRequest. If the GL authorizes the request, a GroupReply

is sent to the new member. After receiving a JoinAccept or sending a GroupReply, GL updates

its V iewgid as described in [2]. GL always append V iewStSid to JoinInvite and GroupReply

messages. When a member receives V iewStSid the routing entry per element of V iewStSid is

checked and updated as necessary. The Pilot gossip protocol is also used to update Aviewx if a

route exists to a node in Pviewx (for x ∈ [gid, StSid]).

The GL may appoint members of the StS to act as agents as required by Pan [2] and also send

JoinInvite, GroupAdvert and GroupReply messages. The GroupAdvert messages will

be broadcast is such a way to avoid redundancy, that is, appointed StS members will only send

GroupAdvert messages if they have not forwarded a GroupAdvert within a specific timeframe

given by the GL. StS members update their V iewgid, similar to GL, after receiving a JoinAccept

or sending a GroupReply.

All messages are signed by the sender using the generalized ElGamal Scheme: GES = (M.EGII.3.

σ(1), q, s, 1, h(m, q)) [53] to thwart active adversaries.

The membership service implements the Self Inclusion and Local Monotonicity properties by forc-

ing members to always include themselves in V iewgid and by identifying views in increasing or-

der [10].

View query and replication protocol:

Each group member periodically invokes the Probabilistic quorum system for ad hoc networks

(Pan) [110], as part of Pilot, to query V iewgid and V iewStSid from the StS. The result is that

V iewgid and V iewStSid are continuously replicated between StS members by an enhanced Pan

server query protocol and different versions of V iewgid are merged into a single, full membership

view. The periodic queries ensure that a single view is shared across the group, gid, even for highly

dynamic network topologies with frequent route failures. AdHocGKM therefore exploits Pan to

ensures that each group member have a consistent V iewx. Again, when a member receives new
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V iewx, the routing entry per element of V iewx is checked and updated as necessary.

When the membership service detects a view change as defined in [10] it sends a view chng message

to the application. All messages from the application will be blocked before the first view chng

to enforce the Initial View Event property [10]. The frequency of view queries is dictated by the

GL in replies to queries. GL monitors changes of V iewgid and V iewStSid as the data objects are

replicated by StS members. The frequency of view queries is increased with an increase in view

changes for progressive robustness.

The Pilot leave session, based on the gossip protocol are replaced by including the leaveFlag in

view queries which is used by the StS members to update V iewgid and V iewStSid.

4.3.3.2 Bootstrapping the Security of the Unicast Routing Protocol

As the network is formed, nodes have not shared any keying material a priori to secure the routing

protocol. In order to bootstrap the security of the unicast routing protocol, keying material

must be distributed in support of security mechanisms that can provide message integrity and

authentication. Our scheme presented in Chapter 2.4.3.1, called Certificate Dissemination based on

Message Relaying (CertRelay), propagates certificates along virtual chains via a message relaying

mechanism triggered by the routing protocol’s control packets [17]. An important objective of

CertRelay is to break the routing-security interdependence cycle [33], hence the key distribution

scheme does not rely on the routing protocol to provide it with routes.

To make the present chapter self-contained and facilitate subsequent discussions in the context of

group communication, we repeat the essence of CertRelay:

While reading the explanation of CertRelay below, it will be useful to keep in mind an existing

on-demand routing protocol such as DSR [108] or AODV [109]. Being familiar with the operation

of, for example, endairA [47], will also help to visualize how the proposed protocol will integrate

into a secure on-demand routing protocol.

CertRelay, is derived from the following straightforward procedure, illustrated in Figure 2.1:

When a node (RN) receives a routing control packet it checks in its certificate database if it has

the certificates of the packet originator (ON) and the previous-hop node (PN) on the forward

route. If RN has both the certificates of ON and PN (CertON and CertPN ), it can process the

control packet as normal. If not, it requests both the certificates from PN. If RN does not have the
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certificate of PN it also sends its own certificate with the request to the previous-hop. Note that

if RN is the first-hop on the route, then the previous-hop node and the control packet originator

node will be the same entity. The routing messages thus effectively chain nodes together and allow

them to relay all keying material, as required, along the virtual chains.

Table 2.1 explains CertRelay’s core procedure in more detail from the routing control packet (RCP)

receiver node’s perspective (see Figure 2.1).

4.3.3.3 Bootstrapping the Security of the Membership Service, Multicasting and

Data Sharing Protocols

CertRelay provides group members of V iewgid and V iewStSid with the necessary keying material

to secure the membership service messages in the view construction phase. As the unicast routing

protocol set up routes to deliver these messages, CertRelay exploits the routing protocol to exchange

the required keying material. We avoid the interdependence between the membership service and

multicast protocol during bootstrapping of the GCS by not using multicasting to disseminate

any of the view construction messages and do not replicate V iewgid and V iewStSid between StS

members.

The view query and replication phase depends on the RDG multicast [107] and unicast routing

protocol for message delivery. In turn, RDG disseminates packets stored in Buffer to a fanout F

of other group members, randomly chosen from Aviewx [2]. RDG depends on the unicast routing

protocol to distribute packets and update the routing information associated with Aviewgid or

AviewStSid. As a result, considering the operation of CertRelay, the necessary keying material

is distributed automatically by CertRelay to bootstrap the security of the RDG protocol for all

entries in Aviewx. This is a good case in point of the usefulness of CertRelay to inherently

bootstrap the security of the PILOT GCS.

The security of the PILOT data sharing protocol, Pan, is also bootstrapped by CertRelay as

keying material is delivered to the unicast routing, membership service and RDG protocols and

needs no further explanation.

4.3.3.4 Bootstrapping the Security of the Group Key Agreement Protocol

We consider the BD key agreement protocol [68] (see Chapter 3.9) to show how AdHocGKM

bootstraps the security of the group key agreement protocol, and how to implement such schemes
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in ad hoc networks. We address the practical implementation of initial key agreement (IKA) and

auxiliary key agreement (AKA) operations, as defined by Steiner et al [1].

Note that our focus is on the implementation of group key agreement in ad hoc networks and not

to design a new group key computation method or mathematical model (see Section 4.1.1). We

could also have chosen, for example, Tree-based Group Diffie-Hellman (TGDH) [9] or Cliques [1].

However, based on the outcome of our studies in Chapter 3, the BD protocol may the best suited.

The following additional notation is defined for use in the following text:

n Total number of protocol participants.

i, j, k, l Indices of group members (i, j, k) ∈ [1, n].

Pi i− th Group member.

Kn Shared group key between n members.

K ′
n Updated shared group key between n members, after auxiliary key agreement.

BD initial key agreement (IKA):

The IKA protocol allows group members Pi, i = [1, n] with V iewgid obtained from the StS to

establish a contributory group key Kn over an insecure channel. The resulting group key Kn is

secure against active adversaries within the given system and adversary model (Section 4.3.1).

- IKA Protocol: Round 1

The IKA protocol is initiated by the GL who disseminates a GroupSecureIKA message, using

RDG [2], with the V iewgid data object version included in the message. Each member Pi that

receives GroupSecureIKA checks the V iewgid, computes a random secret ri and invokes the

Pan server update protocol to upload zi = αri to the StS.

Each Pi uses the generalized ElGamal Scheme: GES = (M.EGII.3.σ(1), q, s, 1, h(m, q)) [53] to

generate a signature (qi, si) on zi which is also uploaded. The signatures thwart the active adversary

from modifying keying material.

As zi gets replicated within the StS, members of the StS will verify the integrity of the data

object by validating the signature. With reference to our discussion on bootstrapping the security

of GCS in Section 4.3.3.3, it should be clear that CertRelay will distribute the certificate of Pi as

necessary.
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Upon receiving GroupSecureIKA each StS and Pi start a gather countdown timer τg1 with a

value given by GL. On timeout of τg1, Pi starts a commit countdown timer τc1. On timeout of τg1,

StS members will not accept any more blinded secrets, zx, as the gather state is over. Use of the

countdown timers for the gather and commit phases follow from Amir [111].

- IKA Protocol: Round 2

On timeout of τc1 all participants start a second gather timer, τg2 and Pi queries the StS for zi+1

and zi−1. CertRelay will ensure that Pi obtains the necessary certificates to validate the signatures.

The StS agent replies to Pi with the data objects and Pi computes Xi after verifying the signatures

as:

Xi = (
zi+1

zi−1
)ri (4.3)

It is possible for zi+1 and zi−1 not to be available as per the agreed V iewgid version. In this case the

StS agent will reply with a GroupSecureAbort message. The GL will then restart the protocol

with a higher Reliability Degree (Rd) for PILOT [2] or by increasing the StS membership. The

GL may choose to exclude the failed representatives from the protocol or this may be applied by

default.

- IKA Protocol: Round 3

Each Pi uploads Xi to the StS, which will accept the updates until timeout of τg2. On timeout

of τg2, Pi starts a second commit timer τc2.

Each Pi uses the generalized ElGamal Scheme: GES = (M.EGII.3.σ(1), q, s, 1, h(m, q)) [53] to

generate a signature (qi, si) on Xi which is also uploaded to StS.

- IKA Protocol: Round 4

On timeout of τc2, Pi query the StS for Xk | k ∈ [1, n]∀k 6= i. CertRelay will deliver the required

certificates to Pi.

The StS agent replies to Pi with the data objects and Pi computes the group key after verifying

the signatures:

Kgid = zn·ri
i−1 ·Xn−1

i ·Xn−2
i+1 . . . Xi+2 mod p (4.4)

It is possible for all the required Xk data objects not to be available as per the agreed V iewgid
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version. Again, the StS agent will reply with a GroupSecureAbort message. The GL will then

restart the protocol with a higher Reliability Degree (Rd) for PILOT [2] or by increasing the StS

membership. The GL may choose to exclude the failed representatives from the protocol or this

may be applied by default.

BD auxiliary key agreement (AKA) - membership addition (MA):

The AKA operations under the BD protocol are conveniently very similar. We therefore only con-

sider Membership Addition (MA) as the principles also apply to Mass Join, Membership Exclusion,

Mass Leave, Group Merge, Group Partition and Key Refresh operations as defined in [1].

In order to ensure key freshness, at least one of the existing group members (Pk) has to renew its

share in the group key Kn by generating and distributing a new blinded secret z′k for all AKA

operations.

With the membership addition protocol a new member Pj is added to the existing group. The

group members, including the new member, establish a updated group key K ′
n over an insecure

channel. The new group key K ′
n is secure against active adversaries.

- AKA MA Protocol: Round 1

Pj computes a random secret rj and includes zj = αrj with GroupRequest or JoinAccept.

When a member of StS, Pi, receives a JoinAccept or send a GroupReply, the AKA MA

protocol is initiated by the GL with the dissemination of a GroupSecureAKA message with

V iew′gid using RDG.

Group member Pi also computes a new random secret r′i and z′i = αr′i to ensure key freshness.

Blinded secrets z′i and zj are signed with GES = (M.EGII.3.σ(1), q, s, 1, h(m, q)) [53].

All members that receive GroupSecureAKA send a block message to the application before

installing the new V iew′gid and start gather countdown timer τg3. Blocking the application from

sending messages for a certain period before installing the new view ensure Sending View Delivery,

which is important for view members to encrypt and decrypt data in the same view [10].

Member Pi−1 queries the StS for z′i, Pi+1 queries the StS for zj and Pj queries the StS for z′i

and zi+1. CertRelay will distribute the certificate of Pi as necessary.

When the StS agents respond with the data objects, Pi−1, Pi, Pj and Pi+1 validate the signatures

and compute the following shares respectively:

117



Chapter-4. Bootstrapping Group Communication and Security in Mobile Ad Hoc Networks

Xi−1 = ( zi

zi−2
)ri−1 , Xi = ( zj

zi−1
)r′i , Xj = ( zi+1

z′i
)rj and Xi+1 = ( zi+2

zj
)ri+1 .

Pj therefore takes the ordered position of Pi+1, and Pi+1 will become Pi+2,...., and Pn become

Pn+1.

The protocol will respond similar to the IKA protocol by sending a GroupSecureAbort message,

increasing robustness and restarting the protocol should the blinded secrets not be available.

- AKA MA Protocol: Round 2

Each Pk, k ∈ [i− 1, i, j, i + 1] uploads Xk to the StS, which will accept the updates until timeout

of τg3. On timeout of τg3, Pi starts a new commit timer, τc3.

Each Xk is signed with GES = (M.EGII.3.σ(1), q, s, 1, h(m, q)) [53].

- AKA MA Protocol: Round 3

On timeout of τc3, Pk queries the StS for Xl | l ∈ [i− 1, i, j, i + 1]∀l 6= k. CertRelay will relay the

certificates as necessary.

The StS agent replies to Pk with the data objects and Pk computes the group key after verifying

the signatures as:

K ′
gid = zn·rk

k−1 ·Xn−1
k ·Xn−2

k+1 . . . Xk+2 mod p (4.5)

The protocol will respond by sending a GroupSecureAbort message, increasing robustness and

restarting the protocol should the intermediate keying material not be available to compute the

group key.

4.4 Discussion on the Features and Security of AdHocGKM

This section discusses the features and performance of the proposed scheme within the context of

the problem statement given in Section 4.1.1.

4.4.1 On the Features of AdHocGKM

As we explained in Section 4.1.1, the main challenge to bootstrapping the security of group com-

munication for ad hoc networks is the combined impact of the dynamic network topology and
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frequent changes in group membership. As noted in [2], changes in membership require that the

membership service constantly update the group view, while sporadic connectivity has a similar

effect to rearranging the partitionable view as corresponding route entries become invalid. Route

failures make it difficult, if not impossible, to establish a single, full membership view using only

conventional unicast or multicast routing protocols. AdHocGKM is specifically designed to elimi-

nate the impact of the dynamic and unpredictable network topology (as the cause of route failures)

on the membership service and group key agreement scheme.

4.4.1.1 Progressively Robust Key Distribution

The first mechanism deployed by AdHocGKM to overcome the dynamic network topology is to

exploit the inherent ability of the routing protocol to recover from route failures. CertRelay prop-

agates keying material along virtual chains via a certificate relaying mechanism triggered by the

routing protocol control messages. The protocol does not need a route to relay certificates and

therefore breaks the routing-security interdependence cycle. As the on-demand routing protocol

maintains routing tables, CertRelay distributes only the minimum key material necessary to se-

cure the unicast routing protocol. Nevertheless, any group communication protocol, such as the

membership service, multicasting and data sharing protocols that are dependent on the underlying

unicast routing protocol will indirectly fuel the rate at which CertRelay set up security associations

as the routing protocol is activated (We confirm this observation with simulation results in Section

2.5.2.3.

The usefulness of CertRelay in the context of bootstrapping the security of group communication

is demonstrated in Section 4.3.3.3 and Section 4.3.3.4, as we show how CertRelay distributes all

necessary keying material (certificates) in support of the GCS.

In Section 4.4.2 and Section 4.4.3 we discuss the security and performance of CertRelay.

4.4.1.2 Progressively Robust Group Membership Service

The second mechanism deployed by AdHocGKM to overcome the dynamic and unpredictable

network topology and mitigate the impact on membership changes, is to exploit the two-layer

Pilot GCS [2] to implement robust group membership service and key agreement. As shown in

Figure 4.1, AdHocGKM integrates with Pilot’s RDG and Pan protocols [107] [110]. The figure

also shows the interdependency between the components of the protocol architecture as discussed
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in Section 4.1.1.

To take account of how AdHocGKM exploits RDG and Pan, similar to how CertRelay exploits

the unicast routing protocol, it is important to understand the properties and operation of Pilot.

RDG is designed to overcome the undeterministic nature of ad hoc networks by taking a probabilis-

tic approach to multicasting. Multicast packets are distributed by gossiper-push and gossiper-pull

mechanisms [107]. Pan implements a probabilistic quorum system on a subset of network nodes

called the Storage Set (StS). Pan uses RDG to diffuse data object updates to a random set (write

quorum) and to access a read quorum in StS. The StS ensures that the proposed membership

service adhere to the Primary Component Membership property [10].

We highlight key features of how AdHocGKM constructs and maintains the V iewx using RDG

and Pan:

View construction protocol:

AdHocGKM bootstraps the GCS by implementing the join session using only unicast routing and

therefore obtains initial keying material from CertRelay. To eliminate a single point of failure

the Group Leader (GL) shares the responsibility of inviting new members and advertising the

group with other StS members. The GL and StS members bootstrap new group members by

sharing V iewStSid and acting as agents for Pan. The leave session is implemented by including the

leaveFlag in only view queries which is used by StS members to update V iewgid and V iewStSid.

View query and replication protocol:

When group members in V iewgid query the latest view from StS, by accessing a read quorum,

the StS members replicate the view and merge views into a single, full membership view. This

is a key feature that, combined with the view construction method, allows for a primary-partition

membership service. We therefore exploit the inherent capability of the RDG and Pan protocols

to “fight fire with fire”3 to implement a primary-partition membership service contrary to common

belief that this is not practical in ad hoc networks [2] [117] [118]. AdHocGKM exploits the Pan

server query protocol to maintain a consistent group view as RDG continuously replicate the

latest view between StS members as the view is queried by group members. In fact, the more

dynamic the network topology and the more frequent the membership changes the better our

membership service performs; GL will increase the frequency of view queries as more frequent

changes in V iewgid and V iewStSid are detected which in turn increase the replication of the group
3This expression was used for gossip-based protocols [121] [2] to address different problems in the area of multi-

casting.
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view by Pan between StS members.

4.4.1.3 Progressively Robust Group Key Agreement

AdHocGKM leverage the BD group key mathematical model [68] to demonstrate a method for

implementing robust group key agreement in ad hoc networks based on the Pilot [2] GCS. This

represents the third mechanism deployed by AdHocGKM to overcome the dynamic and unpre-

dictable network topology. We use the probabilistic quorum system implemented by Pan [110] to

reliably exchange group key shares during IKA and AKA operations.

To ensure that the group key is representative and the protocol overcomes delays in updating the

StS, AdHocGKM implements countdown timers to allow for gather and commit states, similar to

what Amir [111] proposed for Spread [106] [80]. At the end of the gather phases the StS may detect

that it is not possible to move to the next round since all the group key shares (zi−1, zi+1 or Xi)

are not available and therefore abort the protocol. Consequently, the GL increases the reliability

degrees of RDG and Pan or increase the size of the StS before restarting the protocol. Again, the

more dynamic the network topology, AdHocGKM responds by increasing robustness progressively.

The robustness of the protocol can also be improved by excluding failed representatives from

subsequent protocol runs and the membership addition protocol can be invoked to include them

later.

4.4.2 On the Security of AdHocGKM

Considering the proposed scheme’s system and adversary models given in Section 4.3.1 and the

protocol overview in Section 4.3, we discuss the security of CertRelay, group membership service

and key agreement scheme. Overall we attempt to take a sensible approach to arguing the security

of AdHocGKM [49].

We are not concerned with the security of the RDG and Pan protocols of Pilot [2] and assume

these protocols to be secure. We also assume the unicast routing protocol to be secure [47].

4.4.2.1 On the Security of CertRelay

We discuss the security of CertRelay in sufficient detail in Chapter 2.5.1.3. The security of CertRe-

lay is important for AdHocGKM since CertRelay bootstraps the security of all the GCS protocols.
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4.4.2.2 On the Security of the AdHocGKM group membership service

The membership service view construction protocol leverage of the keying material provided by

CertRelay to secure JoinInvite, JoinAccept, JoinReject, GroupAdvert, GroupRequest

and GroupReply messages. The integrity of messages is protected by the generalized ElGamal

Scheme: GES = (M.EGII.3.σ(1), q, s, 1, h(m, q)) [53] or a similar scheme. It is possible to prove

the security of this scheme, similar to the approach we followed in [12] [13], in the Random Oracle

and Generic Model (ROM+GM) proposed by Schnorr et al. [51] [52].

The membership service view query and replication protocol fully relies on the security of the

underlying unicast protocol and PILOT RDG and Pan protocols which we assume to be secure.

4.4.2.3 On the Security of the BD group key agreement protocol

We consider the security of the AdHocGKM BD IKA and AKA group key agreement protocols.

IKA operation:

In [122], Katz et al. give a full security proof of the IKA BD protocol, in a precise and widely

excepted model. This proof will not be repeated here and we cite [122] for details. In order

to argue the applicability of this security proof to AdHocGKM’s BD IKA protocol, the major

differences between the BD protocol [68] and the AdHocGKM BD IKA protocol (Section 4.3.3.4)

are identified:

• AdHocGKM is an authenticated key agreement protocol. This implies that it can withstand

attacks from active adversaries in contrast to the BD protocol, which is only secure against

passive adversaries4.

• AdHocGKM takes into consideration that n simultaneous broadcasts is impractical in ad

hoc networks. It uses the PILOT StS as a reliable intermediary between group members to

ensure predictable and consistent exchange of group key shares.

The authentication mechanism of AdHocGKM is consistent with the guidelines provided by the

compiler presented in [122], which converts any group key agreement protocol into an authenticated

group key agreement protocol. It is also pointed out in [123] that converting from n simultaneous
4Note that the authentication mechanism of AdHocGKM can be enhanced by using nonces and sequence numbers

to guarantee the freshness of messages and to prevent undetectable replay [11]. For the sake of simplicity these
enhancements were not included in the protocol description.
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broadcasts in a single round, to n rounds, each with a single broadcast, does not affect the notion

of security in the given model. We can also argue that our communication convention is irrelevant

to our notions of security.

Katz et al. [122] do not consider queries to the Corrupt oracle, since the BD protocol does not make

use of long term keys. Due to the properties of the AdHocGKM subordinate key pair generation

procedure (Section 4.3.2) it can be shown that the Corrupt oracle can be ignored in the case of

AdHocGKM. The subordinate key pair generation procedure also contributes to ensuring perfect

forward secrecy (PFS) [103].

Based on the discussion it can be concluded that the security proof of the BD protocol presented

in [122], is applicable to the BD IKA protocol implementation of AdHocGKM.

AKA operation:

The security for the AdHocGKM AKA operations can be proved using similar arguments as used

by Steiner et al. [1].

Proof. Assume that the following sets are defined: C, the set of all current group members, P ,

the set of all past group members and F, the set of all future group members. It has to be shown

that P and F is unable to compute the current group key:

K ′
n = gr1r2+···+rj−1r′j+r′jr′j+1+···+rnr1

Following the proof in [1], all members P and F are collapsed into one super adversary Eve such

that Eve = P ∪F . Assume that member Pj is a founding member and is responsible for updating

its share during all AKA operation. Since Eve knows ri|Pi ∈ Eve, the group key can be written

as:

K ′
n = gB[

P
(E)],

where B is a constant known to Eve and E = {r1r2, . . . , rj−1r
′
j , r′jr

′
j+1, . . . , rnr1} are the

(
n
2

)

secret key pairs of C.

From the the procedure used to computer the random secret rj it should be clear that there is no

dependance between the secret shares rj , r
′
j and r′′j of member Pj .

In the view of the adversary the only values that contain rj is the values Xj−1, Xj and Xj+1
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broadcasted by Pj−1, Pj and Pj+1 respectively. Taking a closer look at

Xj−1 = (
zj

zj−2
)rj−1 = g(rj−rj−2)rj−1 ,

it is noted that Xj−1 is also independent from X ′
j−1 where:

X ′
j−1 = (

z′j
zj−2

)rj−1 = g(r′j−rj−2)rj−1

It is in the view of the author that Pj−1 will not leak any information about its random secret

rj−1 to Eve, since zj−1 will also be independent from z′j−1 and so forth. The same applies to the

private key rj+1 of Pj+1. Leaking information can be further prevented by periodic key refresh

procedures, which are in either case required to limit the information available to adversaries for

cryptanalysis [11].

It is also assumed that Eve knows all:

{g
P

S |S ⊂ E}

If view(n, S) is defined as the ordered set of all proper subsets of {r1r2, . . . , rj−1r
′
j , r′jr

′
j+1, . . . ,

rnr1}, then it follows from the proof by Katz et al. [122] that (view(n, S),Kn) is polynomial

indistinguishable from (view(n,S), y) for a randomly chosen value y ∈ G, where G is a cyclic

subgroup of order q in (Z)∗p. From the definition of view by Steiner et al. [1], Eve’s knowledge is

a subset view(n, E).

Substituting S with E, it follows that (view(n,E), K ′
n) is polynomial indistinguishable from (view(n,

E), y′) for a randomly chosen value y′ ∈ G.

It can thus be concluded that the AKA operations of AdHocGKM enjoy the same strong security

properties in the standard model [122], as the AdHocGKM IKA operation.

4.4.3 On the Performance of AdHocGKM

As shown in Figure 4.1, the AdHocGKM protocol structure includes three protocols, namely

CertRelay, group membership service and group key agreement. The performance of the latter
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two protocols are directly dependent on the performance of the PILOT RDG and Pan protocols.

As shown through analysis and simulation in [2] [107], RDG is a reliable and scalable multicast pro-

tocol. The predictability and reliability of Pan is also confirmed through analysis and simulation

in [2] [110]. A similar analysis was performed by Luo et al for DICTATE [28].

Simulations is a standard way in ad hoc networks to study the performance of protocols due to

the complexities introduced by, for example, the wireless channel, dynamic peer-to-peer routing

and node mobility. Currently the commonly used ns-2 simulator [61] does not have a standard

implementation of a GCS for ad hoc networks which makes benchmarking of new group commu-

nication protocols with ns-2 difficult. The performance of our membership services and group

key agreement are also dependent on many external factors such as the frequency of membership

changes, RDG and Pan parameters (F , Rds, Rdc , τq, ξ̂W , ξ̂R etc.) [2], group communication traf-

fic patterns and size of the StS [2]. An experimental testbed implementation, as used for testing

Secure Spread [80], is not practical for mobile ad hoc networks as it is difficult to recreate test runs

of a dynamic network topology. Fortunately, arguing the essence of our membership service and

group key agreement protocols within the given problem statement can be based on the simulation

results in [2] [107] [110] [28] and the discussions in Section 4.4.1 and Section 4.4.2.

Nevertheless, CertRelay as proposed in Chapter 2 is at the center of bootstrapping security for

all the GCS protocols discussed in this chapter. The performance of CertRelay is addressed in

Chapter 2.5.2 based our extensive simulations. We concluded that the scheme’s communication

and computational overhead has negligible impact on network performance. The results in Chapter

2.5.2 are directly applicable to AdHocGKM and will not be repeated here.

4.5 Conclusions

This chapter identifies two related problems, namely bootstrapping Group Communication Systems

(GCS) for Dynamic Peer Groups (DPGs) in ad hoc networks and bootstrapping the security

of the underlying protocols. These protocols include unicast routing, multicasting, group key

agreement and data sharing. In response to the problems, we contribute a robust primary-partition

membership service integrated with our group key management scheme called, AdHocGKM. To

make the discussion practical we show how AdHocGKM will work with the noteworthy Pilot

GCS for ad hoc networks proposed by Luo et al [2].

AdHocGKM exploits the combined impact of the dynamic network topology and frequent changes
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in group membership to ”fight fire with fire” [121] [2]. The performance of the scheme improves as

the network topology and group membership becomes more dynamic. To achieve this objective,

AdHocGKM deploys multiple, innovative mechanisms at the various layers of the GCS protocol

architecture to improve reliability and security as the environment becomes increasingly hostile.

· Progressively robust key distribution: On the unicast routing layer our key distribu-

tion scheme, called CertRelay, exploits the inherent ability of the routing protocol to recover

from route failures. CertRelay propagates keying material along virtual chains via a certifi-

cate relaying mechanism triggered by the routing protocol control messages. The protocol

does not need a route to relay certificates and therefore breaks the routing-security interde-

pendence cycle. The usefulness of CertRelay is demonstrated by its ability to bootstrap the

security of all the protocols in the GCS architecture.

· Progressively robust primary-partition membership service: The second mecha-

nism deployed by AdHocGKM is to exploit the two-layer Pilot system [2] to implement

a robust group membership service. Similar to how CertRelay exploits the unicast routing

protocol, the proposed group membership service exploits the inherent capability of Pilot

to implement progressive robustness. AdHocGKM uses the data sharing service to maintain

a consistent group view ; as the view is periodically queried by group members the multicast

protocol continuously replicate the latest group view between members of the data storage

set (StS). The group leader monitors changes in the view and increase the frequency of view

queries by group members to counter the impact of an increase in membership changes on

the reliability of the membership service. The group membership service also bootstraps the

StS which is a shortcoming of Pilot.

· Progressively robust contributory group key agreement: AdHocGKM overcomes

the dynamic and unpredictable network topology by using the probabilistic quorum systems

implemented by Pan [110] to reliably exchange group key shares during IKA and AKA opera-

tions. In the event of protocol failures the scheme responds by excluding failed representatives

and increasing the robustness of the Pilot multicasting and data sharing protocols. The

redundance introduced by the StS enable group members to be included in the contributory

group key in a predictable and controllable fashion. In fact, we claim that our approach

supported by Pilot makes contributory group key agreement possible in ad hoc networks

with highly dynamic and unpredictable topology changes.

The simplicity of AdHocGKM allows for strong security arguments for its various components, as

discussed above, in a widely accepted adversary model. The GCS protocols use the underlying
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key distribution scheme, CertRelay, to distribute only authenticated information on a peer-to-peer

basis, which provides for robust operation and provable protection against forgery and undetected

modification.

The AdHocGKM CertRelay protocol, is shown to be at the center of bootstrapping the security

of the GCS and our main concern from a performance perspective. The effectiveness of CertRelay,

its low implementation complexity and ease of integration with existing secure routing protocols

were verified through coding and simulating the scheme in ns-2. The results presented in Chapter

2.5.2 show that AdHocGKM has negligible impact on the network performance. It was concluded

that the message relay mechanism provides an efficient way to manage keying material. The

performance of AdHocGKM improves as the network topology becomes more unpredictable and

dynamic, showing that we can make security progressively robust in a hostile environment.
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Chapter 5

Distributed-Key Management in

Distributed Communication

Systems

5.1 Introduction

In distributed systems it is sometimes necessary for users to share the power to use a cryptosys-

tem [124] [125]. The system secret is divided up into shares and securely stored by the entities

forming the distributed cryptosystem. For example, in many applications a threshold (t) or more

shareholders are required to cooperatively generate a digital signature in contrast to the con-

ventional single signer. This may also be seen as a distribution of trust (or power) since the

shareholders must collaborate and contribute equally to produce a valid multiparty signature. The

main advantage of a distributed cryptosystem is that the secret is never computed, reconstructed,

or stored in a single location, making the secret more difficult to compromise [126]. It is generally

assumed that an adversary will find it difficult to corrupt t honest parties needed to reconstruct

the secret key.

An important component of any threshold digital signature scheme is the sharing of the group

key [125]. If the group key sharing does not involve a trusted third party (TTP), the key sharing

is performed by a distributed collaborative protocol. A threshold cryptosystem that is suitable
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for distributed systems (for example ad hoc networks [3]) may require a distributed-key generation

(DKG) protocol that effectively eliminates the TTP. Removal of an online TTP without a priori

share distribution by an offline TPP is the most difficult to achieve.

The first DKG protocol, for discrete logarithm based threshold cryptosystems, was introduced in

[14] and a number of promising proposals for DKG have been published since [127] [126] [128] [129]

[130] [131]. In these schemes the distributed-key is generated in a distributed fashion as a function of

the random input of all protocol participants while preserving the symmetric relationship between

them.

In threshold cryptosystems it is impractical to assume that an adversary cannot compromise more

than t shareholders during the entire lifetime of the distributed secret [132]. The secret shares

therefore have to be periodically updated using a distributed-key updating (DKU) protocol. The

DKU scheme allows for only an ”impractical” period T in which an active/mobile adversary has

time to compromise a sufficient percentage of the group secret shares [132]. Many of the existing

DKG schemes ( [14] [127] [126] [128] [129] [130] [131]) do not consider the problem of DKU.

In addition to periodically updating the secret shared, the access structure Γ(n,t)
P of the initial

share distribution will not necessarily remain constant [133]. Assuming the same shareholders

to be present at all times is unrealistic and the availability/security tradeoff (set by the total

number of group members (n) and threshold (t)) may need to be changed as a function of system

vulnerability, networking environment and current functionality of the cryptosystem. The shares

must then be redistributed to a new access structure Γ(n′,t′)
P ′ using a distributed-key redistribution

(DKR) protocol [133] [134]. Many of the existing DKG schemes ( [14] [127] [126] [130] [131]) also

do not consider the problem of DKR.

In [18], we define a protocol suite capable of servicing all aspects of secret sharing and define this

as a distributed-key management infrastructure (DKMI). The definition of DKMI thus includes

DKG, DKU and DKR.

The main objective of this chapter is to propose a DKMI with specific focus on combining DKG,

DKU and DKR into a single protocol. The proposed DKG protocol is based on the scheme due to

Zhang et al. [131]. Using the proposed DKG protocol as a basis we significantly extend the field

a distributed-key management by solving problems with and simplifying existing DKU and DKR

schemes. We therefore effectively combine three distinct fields into one and argue that these fields

cannot be considered in isolation as an adversary may compromise the threshold cryptosystem by

attacking the DKG, DKU or DKR protocols.
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The DKMI presented in this chapter is a critical building block for the threshold multisignature

scheme [15] proposed in the next chapter.

The chapter is organized as follows: In Section 5.2.2 we present a modified version of the Zhang et al.

[131] DKG protocol. Section 5.3 introduces a new distributed-key redistribution/updating (DKRU)

scheme which combines DKU and DKR into a single protocol. The DKG protocol are aligned to

the DKRU protocol to form a single protocol in support of the distributed-key management

infrastructure (DKMI). The security and features of the proposed DKMI are discussed in Section

5.4. Some conclusions are provided in Section 5.5.

5.2 Proposed Distributed-key Management Infrastructure

In this section we propose a complete distributed-key management infrastructure (DKMI), with-

out assistance from a trusted key distribution center (KDC) or online authority.

5.2.1 System model

The system model and assumptions defined in Zhang et al. [131] applies.

The group members Pi, for i = 1 : n agree on and publish the following system parameters:

p, q two large primes, such that q | (p− 1).

g generator of the cyclic subgroup of order q in (Z)∗p.

H(·) collision free one-way hash function.

(n, t) threshold parameter t and total number of group members n.

T threshold cryptosystem secret update period.

Protocol participants Pi, for i = 1 : n are assumed to have a long-term public/private key pair

PKi/SKi and an authentic certificate, verifiable with the public key of a common trusted third

party (System parameters may also be distributed by the authority). The certificate of Pi binds

the public key PKi = gSKi to user Pi’s identity IDi. The certificates are distributed to (or can

be traced by) all communication entities Pj , for j = 1 : n, j 6= i.
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The trusted third party (TTP) is assumed to be offline and therefore not present during formation

of the threshold cryptosystem. Group members may be a priori unknown or authorized by the

TTP during offline initiation. The method used to control group membership (adding and removing

members) is application dependent, but may, for example, be the responsibility of the group chair

or TTP.

DKG protocols typically make use of either the Shamir Secret Sharing [135], Feldman Verifiable

Secret Sharing (VSS) [136] or Pedersen VSS [14] protocols as a foundation [129]. We will make

use of the Shamir scheme.

5.2.2 Modified Zhang et al. Publicly Verifiable Distributed-Key Gene-

ration Protocol

In this subsection a publicly verifiable distributed-key generation (DKG) protocol is presented. The

round optimal DKG protocol is developed from the scheme of Zhang et al. [131]. The purpose of

the protocol is to realize secure, initial secret sharing to an access structure Γn,t
P , without a trusted

dealer or KDC.

The protocol executes in four steps:

1. For 1 ≤ i ≤ n, Pi chooses a random number di ∈ [1, q − 1]. Pi then shares the random

value di with all the other protocol participants using Shamir’s secret sharing scheme [135]

as follows:

(a) Sets ai,0 = si,0 = di and chooses at random ai,k ∈ [1, q − 1], for 1 ≤ k ≤ t − 1, such

that the numbers ai,0, . . . , ai,t−1 define a polynomial fi(X) =
∑t−1

k=0 ai,kXk over Zq of

degree t− 1.

(b) For j = 0, . . . , t − 1, Pi computes, Ai,j = gai,j mod p. For j = 1, . . . , n, Pi computes

si,j = fi(IDj) mod q, yi,j = gsi,j mod p and an encryption EPKj (si,j) of each secret

shadow. Pi then binds itself to the public values by generating the digital signature

(rPi , sPi) on message ([yi,1, EPK1(si,1)] ‖ · · · ‖ [yi,n, EPKn(si,n)] ‖ Ai,0 ‖ · · · ‖ Ai,(t−1))

using the ElGamal type signature variant: GES = (M.EGII.3.σ(1), r, s, h(m, r), 1),

developed from the generalized ElGamal scheme presented in [53]. The signature is

generated with Pi’s long-term private key SKi. Pi broadcasts the message and the

signature to all protocol participants. The encryption EPKj (si,j) of the secret shadow for

protocol participant Pj is performed using an appropriate publicly verifiable encryption
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scheme [127] [137]. Pi keeps the share when j = i.

2. Protocol participants P1, . . . , Pn each verify the following:

(a) (rPi
, sPi

) is a valid signature on the public values ([yi,1, EPK1(si,1)] ‖ · · · ‖ [yi,n,

EPKn(si,n)] ‖ Ai,0 ‖ · · · ‖ Ai,(t−1)) received from Pi. This serves as a proof of in-

tegrity and binds participant Pi to these public values.

(b) EPKj
(si,j) is the correct encryption of si,j under the public key PKj . This implies that

anybody can verify that yi,j and si,j satisfy the following relationship: yi,j = gsi,j mod p

and that protocol participant Pj can correctly retrieve the subshare si,j (Note that only

Pj can decrypt EPKj (si,j) with its corresponding private key SKj to recover si,j).

(c) Pj knows that the subshare distribution from member Pi is correct if Eq.(5.1) holds.

t−1∏

k=0

A
(IDj)

k

i,k =
t−1∏

k=0

(gai,k)(IDj)
k

= g
Pt−1

k=0(ai,k)(IDj)
k

= gfi(IDj)(mod p) = yi,j (5.1)

3. Participants are disqualified if they do not follow the protocol correctly. The remaining set

of participants form the set Q. The protocol aborts if Q contains less than t members. Pj

uses the correct shares received from i ∈ Q to compute the following:

xj =
∑

i∈Q

(si,jLi) mod q, (5.2)

where the Lagrangian coefficient is given as:

Li =
∏

k∈Q,k 6=i

IDk

IDk − IDi
mod q (5.3)

The secret key xj is Pj ’s new share in the distributed group secret key xQ. The group public

key can be computed (verified) by any group member or outsider as:

yQ =
∏

i∈Q

ALi
i,0 = g

P
i∈Q fi(0)Li = gxQ mod p (5.4)

Each Pj , j ∈ Q calculates its public key as yj = gxj mod p. Using the ElGamal type signature

variant GES, Pj binds itself to the public key yj by generating a signature (rPj , sPj ) on yj

using its long-term private key SKj . Pj broadcasts (yj , rPj , sPj ) to all protocol participants.

Pj also verifies the authenticity of the received public keys after calculating the public key

yi of all Pi, i ∈ Q as:

yi = gxi = g
P

j∈Q(sj,iLj) =
∏

j∈Q

y
Lj

j,i mod p (5.5)
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4. Each Pj , j ∈ Q completely erases all traces of its initial randomly chosen value dj and all

generated subshares sj,i = fj(IDi) mod q (i = 1, . . . , n) and received subshares si,j (i ∈ Q).

The secret can be constructed if t or more honest players, from the set Q, collect:

xQ =
∑

j∈Q

(xj

∏

k∈Q,k 6=j

IDk

IDk − IDj
) mod q (5.6)

Taking the Lagrange polynomial of the original random values dj , for j ∈ Q, also yields the group

secret xQ which highlights the importance of erasing these values securely.

In the following Section 5.3 a publicly verifiable distributed-key redistribution/update (DKRU)

protocol is proposed that is compatible with the initial DKG protocol given above. The differences

and the significance of the similarity are discussed in Section 5.4.2 and Section 5.5.

5.3 Proposed Publicly Verifiable Distributed-Key Redistri-

bution/Update Protocol

The proposed publicly verifiable distributed-key redistribution/update (DKRU) protocol is as fol-

lows:

A distributed group secret xQ is redistributed from Γn,t
P to a new access structure Γn′,t′

P ′ , using the

shares of the authorized subset β ∈ Γn,t
P . The system parameter setup given in Section 5.2.1 is

applicable.

The initial secret distribution to the access structure Γn,t
P is performed using the publicly verifiable

distributed-key generation (DKG) scheme given in Section 5.2.2. Note that the proposed DKRU

protocol is aligned with the initial DKG protocol. The minor differences and the significance of

the similarity are discussed in Section 5.4.2 and Section 5.5. The proposed DKRU protocol can be

used as a publicly verifiable distributed-key updating (DKU) protocol by simply keeping the access

structure constant, Γn′,t′

P ′ = Γn,t
P . For the sake of proactive security the threshold cryptosystem

shares should be periodically updated within a limited time period T .

The publicly verifiable property by definition means that any outsider can obtain all the required

information from the broadcast channel to validate the operation of both the initial DKG and

DKRU protocols.
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Assume that a subset α of new members join or existing members leave the threshold cryptosystem.

The protocol executes in four steps:

1. Pi, i ∈ β share their secret share xi of group secret key xQ with Pj ∈ Γn′,t′

P ′ , using Shamir’s

secret sharing scheme [135]:

For i ∈ β:

(a) Pi sets a′i,0 = s′i,0 = xi and chooses at random a′i,k ∈ [1, q − 1], for 1 ≤ k ≤ t′ − 1, such

that the numbers a′i,0, . . . , a
′
i,t′−1 define a polynomial f ′i(X) =

∑t′−1
k=0 a′i,kXk over Zq of

degree t′ − 1.

(b) For j = 0, . . . , t′ − 1, Pi computes, A′i,j = ga′i,j mod p. For j = 1, . . . , n′, Pi com-

putes s′i,j = f ′i(IDj) mod q, y′i,j = gs′i,j mod p and an encryption EPKj (s
′
i,j) of each

secret shadow. Pi then binds itself to the public values by generating a digital signa-

ture (r′Pi
, s′Pi

) on message ([y′i,1, EPK1(s
′
i,1)] ‖ · · · ‖ [y′i,n′ , EPKn′ (s

′
i,n′)] ‖ A′i,0 ‖ · · · ‖

A′i,(t′−1) ‖ yβ) using the ElGamal type signature variant: GES = (M.EGII.3.σ(1), r, s,

h(m, r), 1), developed from the generalized ElGamal scheme presented in [53]. The sig-

nature is generated with Pi’s long-term private key SKi. Pi broadcasts the message

and signature to all protocol participants. Note that Pj , j ∈ β knows the authentic

public values yi of Pi ∈ Γn,t
P , from a previous DKG or DKRU operation (see Eq.(5.5)

and Eq.(5.10)). The set yβ is formed by yi, i ∈ β and only included in the broad-

cast message if new members join the group. The encryption EPKj (s
′
i,j) of the secret

shadow for protocol participant Pj is performed using an appropriate publicly verifiable

encryption scheme [127] [137]. Pi keeps the share when j = i.

2. Protocol participants P1, . . . , Pn′ each verify the following:

(a) (r′Pi
, s′Pi

) is a valid signature on the public values ([y′i,1, EPK1(s
′
i,1] ‖ · · · ‖ [y′i,n′ ,

EPKn′ (s
′
i,n′)] ‖ A′i,0 ‖ · · · ‖ A′i,(t′−1) ‖ yβ).

(b)

A′i,0 = yi ∀ i ∈ β (5.7)

If Pj , j ∈ α are new members joining the group then they must only use yi’s found to

be consistant in the broadcast messages received from t or more members of subset β.

If the conditions do not hold for more than t members from the authorized subset β,
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abort the protocol, otherwise evaluate the following equation:

t′−1∏

k=0

A
′(IDj)

k

i,k =
t′−1∏

k=0

(ga′i,k)(IDj)
k

= g
Pt′−1

k=0 (a′i,k)(IDj)
k

= gf ′i(IDj)( mod p) = y′i,j (5.8)

Pj knows that the subshare distribution received from Pi is correct if Eq.(5.8) holds.

3. Participants are disqualified if they do not follow the protocol correctly. The remaining set

of participants form the set Q′. The protocol aborts if Q′ contains less than t members of

the authorized subset β. Pj uses the correct shares received from i ∈ Q′ to compute the

following: x′j =
∑

i∈Q′ s
′
i,jL

′
i, where the Lagrangian coefficient is given as:

L′i =
∏

k∈Q′,k 6=i

IDk

IDk − IDi
mod q (5.9)

The secret key x′j is Pj ’s new share in the distributed group secret key xQ′
1. If the conditions

presented in Step-2 hold then P ′j knows that its new secret key x′j is a valid share of x′Q.

Each Pj , j ∈ Q′ calculates its public key as y′j = gx′j mod p. Using the ElGamal type signature

variant GES and its long-term private key SKj , Pj generates a signature (r′Pj
, s′Pj

) on y′j

binding itself to the public value. Pj broadcasts (y′j , r
′
Pj

, s′Pj
) to all network participants. Pj

also calculates the public key of all Pi, i ∈ Q′ as:

y′i = gx′i = g
P

j∈Q′ (s
′
j,iLj) =

∏

j∈Q′
y
′Lj

j,i mod p (5.10)

4. Each Pj , j ∈ Q′ completely erases all traces of its old share xj and all generated subshares

s′j,i = f ′j(IDi) mod q (i = 1, . . . , n′) and received subshares s′i,j (i ∈ Q′).

The secret can be constructed if t′ or more honest players, from the set Q′, collect:

xQ′ =
∑

j∈Q′
(x′j

∏

k∈Q′,k 6=j

IDk

IDk − IDj
) mod q (5.11)

Any network participant can calculate (verify) the group public key when needed, using the avail-

able public information, as follows:

yQ′ =
∏

i∈Q′
A
′L′i
i,0 = g

P
i∈Q′ f ′i(0)L

′
i = gxQ′ mod p (5.12)

1The group secret remains constant irrespective of distributed-key redistribution or distributed-key updates,

) yQ′ = g
xQ′ = yQ = gxQ . Group members Pj , for j ∈ Q′ belonging to the new access structure Γn′,t′

P ′ thus share

the same group secret and public key as the old access structure Γn,t
P .
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5.4 Discussion on the Security and Features of the Proposed

Distributed-key Management Infrastructure

The security analysis considers a straightforward adversary model as defined in [131]. An adversary

is a malicious party that uses realistic means available to break the proposed scheme. Examples

of such adversarial behavior are given in [131]. Any active adversary can eavesdrop on all the

communication between group members, modify the content of messages and inject them back

into the channel. When an honest party is compromised all its public and private information is

exposed to the adversary.

The security of the distributed-key generation (DKG) scheme given in Section 5.2.2 is discussed

next followed by the distributed-key redistribution/update (DGRU) scheme presented in Section

5.3.

It is generally accepted that the security of distributed-key distribution, update and redistribution

protocols is defined in terms of correctness and confidentiality or secrecy [127] [130] [131].

5.4.1 Initial key sharing security

The security proof of the proposed round optimal DKG protocol is similar to the scheme of Zhang

et al. [131] and discussed here for the sake of completeness.

To argue the security of the proposed DKG scheme we first claim the correctness of the scheme

against adversaries. This means that the following should hold true in the context of the proposed

scheme [130] [129] [131]:

Correctness Property 1 All subsets of at least t shares provided by honest parties (from set Q)

define the same, unique distributed-key (secret) x.

Correctness Property 2 All honest parties have the same public key yQ = gxQ . This should

not be disturbed by a malicious adversary, hence guaranteed by the previous item.

Correctness Property 3 The secret key is uniformly distributed in the key space. That is, each

element of the group is chosen as the secret key with equivalent probability.

Correctness Property 1 is clear to see from Equation 5.6 and Property 2 follows from Property 1.

The selection of xQ as ai,0 = si,0 = di ∈ [1, q − 1] and sharing the value xQ as per Shamir’s secret
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sharing scheme validates Correctness Property 3.

Next we claim that the DKG protocol protect the secrecy of xQ. This means than an adversary

that learn less than t shares of the secret key (by corrupting less than t honest parties) gain no

information on xQ beyond what follows from yQ = gxQ [130]. As per [130] [131] it is easy to

build a simulator which run a pre-decided program, in expected polynomial time, in stead of a

real protocol run [131]. Such a simulator is defined in [130] and will not be repeated here. Given

Correctness Property 3, it is trivial to see, from the view of an adversary, that the output of the

simulator is computationally indistinguishable from a real protocol run. We therefore conclude

that the DKG scheme presented in Section 5.2.2 satisfies both the correctness and confidentiality

security requirements.

5.4.2 Proactive security and secret redistribution

The proposed DKMI defends against mobile/active adversaries by proactively updating the group

key shares every period T . To allow for dynamic group membership and modification of the

availability/security tradeoff, the shares can be redistributed to a new access structure Γn′,t′

P ′ . The

proposed publicly verifiable distributed-key redistribution/update (DGRU) protocol proposed in

Section 5.3 was designed to support dynamic group membership and allow for share updates by

merely keeping the access structure constant, i.e., Γn′,t′

P ′ = Γn,t
P . Comparing the DGRU protocol

to the initial DKG protocol presented in Section 5.2.2, the reader will note that these protocols

are almost exactly equivalent. By deliberately keeping the phrasing and notation as far as possible

the same, the following minor differences are easily identifiable:

• For the initial DKG each user must choose a random number di, while the DKRU protocol

uses the user’s share xi of the group secret xQ.

• Members of the authorized subset β append the public values yi of Pi ∈ β to ([y′i,1, EPK1(s
′
i,1)] ‖

· · · ‖ [y′i,n′ , EPKn′ (s
′
i,n′)] ‖ A′i,0 ‖ · · · ‖ A′i,(t′−1)) if new members join the group.

• In the DKRU protocol the participants must also check that the condition presented in

Eq.(5.7) holds, before verifying whether the subshare distribution is correct by using Eq.(5.8).

New members should only use public values that have been found to be consistent in t or

more broadcast messages. If both Eq.(5.7) and Eq.(5.8) are satisfied for t or more members

of β, the users are guaranteed that their new share in the original group key xQ is valid.
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The DKG protocol due to Zhang et al. [131] was modified to complement the proposed DKRU

protocol given in Section 5.3 and to allow for practical key redistribution/updating. Besides the dif-

ferences given above, the initial DKG protocol, DKU protocol and DGR protocol are conveniently

performed by a single, publicly verifiable, round optimal protocol. A protocol suite capable of ser-

vicing all aspects of secret sharing is defined here as a distributed-key management infrastructure

(DKMI).

The proposed DKMI presented in Section 5.2.2 and Section 5.3 solves a major problem with

existing secret redistribution/update protocols. This problem is identified by Wong et al. [134]: by

definition a threshold cryptosystem allows t or more members holding a secret share to reconstruct

the group secret. In a proactively secure threshold cryptosystem not more than t−1 members can

be compromised or become faulty within an update time period T , otherwise the system is broken.

Referring to the proposed DKRU protocol presented in Section 5.3 and the secret redistribution

scheme by Wong et al. [134], the authorized subset β may thus contain, in the worst case scenario,

t−1 malicious members out of the total n group members. The t−1 malicious members in β can thus

distribute subshares si,j of an incorrect share xi to new members joining the system. Although new

members can detect the discrepancy in the broadcast values, they cannot identify which members

are malicious. It is noted here that this is not only applicable to the new members in the scheme

proposed by Wong et al., but also existing members cannot identify the malicious members in β

and therefore malicious members cannot be disqualified. Consequently the redistribution protocol

proposed by Wong et al. [134] must be repeated each time with a different authorized subset β′,

with | β′ |= t, until all values are consistent and all the verification conditions hold. Wong et al.

give a worst case repetition of the protocol bounded by
(
n
t

)− (
n−t+1

t

)
=

∑t−1
i=1

(
t−1

i

)(
n−t+1

t−i

)
, which

makes the scheme impractical.

This chapter presents a solution to the above problem with existing secret redistribution/update

protocols as follows:

In the proposed DKMI the protocol participant Pj in the initial DKG protocol uses Eq.(5.5) to

calculate the authentic public values yi corresponding to the secret share xi of each Pi, for i ∈ Q. In

the DKRU protocol, members of the authorized subset β construct a polynomial with their secret

share set to a′i,0 = s′i,0 = xi. In order to ensure that Eq.(5.8) holds and to avoid identification, the

malicious members are forced to compute and broadcast A′i,0 = ga′i,0 , with their computed subshare

witnesses yi,j . Assume that a subset α of new members are joining the threshold cryptosystem.

Pi, i ∈ β broadcast to all members a message that includes their calculated public keys yi, for

all other Pi, i ∈ β. All existing members forming part of the new access structure Γ(n′,t′)
P ′ can

139



Chapter-5. Distributed-Key Management in Distributed Communication Systems

detect and positively identify a malicious member that distributes subshares si,j of an incorrect

share xi, by checking if Eq.(5.7) holds. The only feasible option is to require the authorized subset

β to include all the existing members that will form part of the new access structure Γn′,t′

P ′ . By

the fundamental definition of a threshold cryptosystem this will always ensure at least t members

of β with consistent public values. This requirement places no limitation on the practicality of

the proposed distributed-key management infrastructure (DKMI)2 and keeps the scheme round

optimal.

The new members will detect the discrepancies in the public values broadcast by the members

in β. Since the new members will receive consistent public values from at least t participants,

the participants with inconsistent values can therefore be considered malicious or faulty and are

therefore positively identified3. Before joining members have obtained a valid share of the group

secret they do not have any authority and therefore can only implicitly aid in the disqualification

of malicious members by only using the subshares of the t or more members with consistent public

values to compute their own new share in the group key.

Finally, providing proof of the correctness and confidentiality security requirements for the pro-

posed DKRU protocol is similar to that of the DKG protocol given in Section 5.4.1.

5.4.3 Efficiency analysis

The worst case computational cost of the initial DKG protocol and DKRU protocol are briefly

considered.

Efficiency analysis on the initial DKG protocol (Section 5.2.2) and DKRU protocol (Section 5.3)

shows that these protocols require O(nt) and O(n′t′) exponentiations respectively. Multiplications

yield a similar growth rate to the exponentiations. Each protocol participant is required to generate

random numbers O(t) for initial DKG and O(t′) for DKRU.

The threshold cryptosystem accommodates a total of n2 shares. Each participant broadcasts

O(t) + O(n) messages for initial DKG and O(t′) + O(n′) for DKRU. The network as a whole has a

2It is obvious that existing members that do not participate in the distributed-key redistribution or distributed-
key update procedure will be excluded from the threshold cryptosystem, therefore old members wanting to form
part of P ′ are always available to help with distributing subshares to new members.

3The proposed scheme does have another mechanism for all network participants to identify malicious members.
Since both the initial DKG protocol (Section 5.2.2) and DKRU protocol (Section 5.3) are both publicly verifiable, all
network participants have exactly the same information as existing members of the threshold cryptosystem, except
for a valid share in the group secret. A joining member who has observed a periodic DKRU procedure can calculate
the authentic public values of each group member using Eq.(5.10) and therefore identify malicious members during
the next DKRU procedure.
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communication cost of O(nt)+O(n2) and O(n′t′)+O(n′2) for initial DKG and DKRU respectively.

5.5 Conclusion

The chapter address the issue of initial distributed-key generation (DKG) to construct a threshold

cryptosystem without the assistance of a trusted authority. To realize initial DKG, improvements

were made to the round optimal DKG scheme of Zhang et al. The chapter proposes a novel publicly

verifiable, round optimal (one round) distributed-key redistribution/updating (DKRU) protocol

that eliminates a major problem with existing schemes; malicious or faulty protocol participants

from the original access structure are positively identifiable by the existing honest members as

well as the new members joining the threshold cryptosystem, which avoids repeating the secret

redistribution protocol until all the verification conditions holds.

The chapter proposes the first integrated (single protocol) solution for DKG, distributed-key up-

dating (DKU) and distributed-key redistribution (DKR). Although the initial DKG protocol and

DKRU protocol are presented separately for clarity it was shown that the two protocols are essen-

tially equivalent. The same initial DKG protocol can thus be used to realize DKR and DKU by

merely keeping the access structure constant. The chapter defines the notion of a distributed-key

management infrastructure (DKMI) as a protocol suite that considers all aspects of secret distri-

bution (DKG), secret updating (DKU) and secret redistribution (DKR). Considering the minor

differences between the initial DKG protocol and DKRU protocol, the proposed DKMI requires

considerable less implementation effort than implementing three unrelated protocols to realize

distributed-key management.

Use of the DKRU mechanism makes the proposed fully distributed threshold-multisignature scheme

proactively secure, allows for dynamic group membership and gives the group members the capa-

bility of adjusting the availability/security tradeoff by redistributing the existing access structure

Γ(n,t)
P to a new access structure Γ(n′,t′)

P ′ .
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Chapter 6

A Fully Distributed Proactively

Secure Threshold-Multisignature

Scheme

6.1 Introduction

Threshold-multisignature schemes [15] combine the properties of threshold group-oriented signature

schemes [125] and multisignature schemes [138]. In literature, threshold-multi-signature schemes

are also referred to as threshold signature schemes with traceability [139] [140] [141]. The combined

properties guarantee the signature verifier that at least t members participated in the generation

of the group-oriented signature and that the identities of the signers can be easily established. The

majority of existing threshold-multisignature schemes belong to variants of the single signatory,

generalized ElGamal signatures [53] [142], extended to a group/multiparty setting.

In [143], Wang defines the properties of threshold group signature schemes [144] in order to guaran-

tee the security of the system. To the best of the author’s knowledge a complete set of definitions

does not exist for threshold-multisignature schemes. The author’s studies have shown that secure

threshold-multisignature schemes must satisfy the following five main properties:

Correctness: All threshold-multisignatures on an arbitrary message m, generated by an honest

authorized subset β of group members, forming subgroup Pβ , can be verified by any outsider V

143



Chapter-6. A Fully Distributed Proactively Secure Threshold-Multisignature Scheme

(with respect to the group). This implies that the group-oriented signature is publicly verifiable.

Threshold property: Only a threshold of t or more authorized group members are able to collab-

oratively generate a valid threshold-multisignature. This property thus incorporates unforgeability.

Traceability: Any outsider V can learn the identities of the individual signers belonging to

Pβ from the threshold-multisignature on m without interaction with any of the group members

and/or a group manager. This implies that the signers are publicly traceable with public infor-

mation. Traceability implies accountability; the individual signers participating in the threshold-

multisignature scheme can be held accountable for their contribution to the group-oriented signa-

ture.

Coalition-resistance: No colluding subset of group members can generate a valid threshold-

multisignature not satisfying the traceability property. Coalition-resistance subsumes framing-

resistance, i.e. no subset of group members can sign on behalf of any other subset of group

members.

Break-resistance: An adversary in possession or control of the group secret key and/or the

individual secret shares of any number of group members, cannot generate a valid threshold-

multisignature and/or partial/individual signatures, thus although the underlying threshold cryp-

tosystem has been broken, the threshold-multisignature signature scheme should not be breakable.

Threshold-multisignature schemes can be differentiated from threshold group signatures [144] by

the fact that by definition in the latter the individual signers remain anonymous, since it is com-

putationally hard to derive the identities from the group signature with the exception of the

group managers. In contrast, by the above defined traceability property of threshold-multisignature

schemes, the individual signers are publicly traceable and do not enjoy anonymity. Consequently

the traceability property of threshold-multisignature schemes allows the individual signers to be

held accountable in the public domain and renders the unlinkability property of threshold group

signature schemes as defined in [143], inapplicable.

The main objective of this chapter is to propose a new threshold-multisignature scheme without

a trusted third party (TTP), based on the distributed-key management infrastructure (DKMI)

presented in Chapter 5. The proposed scheme, originally presented in [18], can be easily adapted

to incorporate a TTP; a version of the proposed scheme with the assistance of a TTP will therefore

not be presented. The proposed discrete logarithm based threshold-multisignature scheme is also

proactively secure allowing for DKR to a new access structure Γ(n′,t′)
P ′ and periodic DKU to miti-

gate attacks from an active/mobile adversary. The proposed discrete logarithm based threshold-
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multisignature scheme is made proactively secure, as explained in Chapter 5, by periodically up-

dating secret shares and facilitating changes in group membership by allowing an authorized subset

β of existing group members to redistribute secret shares to a new access structure Γ(n′,t′)
P ′ .

The chapter is organized as follows: In Section 6.2 the new threshold-multisignature scheme is

proposed. The security and features of the proposed threshold-multisignature scheme are discussed

in Section 6.4. Some conclusions are provided in Section 6.5.

6.2 Proposed Threshold-Multisignature Scheme

In this section a novel threshold-multisignature scheme, without assistance from a trusted key

distribution center (KDC), is proposed. The scheme consists of the following six parts (A-F):

6.2.1 System model

We assume the same system model defined in Chapter 5.

6.2.2 Initial publicly verifiable distributed-key generation

We use the distributed-key generation (DKG) protocol is presented in Chapter 5 to realize secure,

initial secret sharing to an access structure Γn,t
P , without a trusted dealer or KDC.

6.2.3 Individual signature generation

Any subset β of t or more members can represent the group and sign an arbitrary message m.

Each member Pi, i ∈ β selects a random integer ki ∈ [1, q − 1] and computes ri = gki mod p.

Each member verifiably encrypts ki with its own long-term public key PKi using a verifiable

encryption scheme [127] [137] to generate EPKi(ki). Using the ElGamal type signature variant

GES, Pi generates a signature (r′Pi
, s′Pi

) on [ri, EPKi(ki)] using its long-term private key SKi.

Pi broadcasts (ri, EPKi(ki), r′Pi
, s′Pi

) to all protocol participants. This implies that each member

commits to its public value ri and provides a proof of knowledge of its corresponding discrete

logarithm, ki.
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After all committed ri’s are available and members with invalid ri’s are excluded from the set β,

the value R is calculated as follows:

R =
∏

i∈β

ri mod p (6.1)

Each Pi uses public values IDj authentically bound to PKj , for j ∈ β to form the set B.

Pi uses its (secret share)/(private key) set (xi, SKi) and random number ki to compute its indi-

vidual signature si on message m as follows:

si = [H(m,R,B)][(xi) · Lβi + SKi] + ki mod q, (6.2)

where the Lagrange interpolating coefficient Lβi is given by:

Lβi =
∏

k∈β,k 6=i

IDk

IDk − IDi
mod q

The set (si, ri, Lβi, B) is the individual signature of Pi on message m, which is broadcast to all

other group members.

6.2.4 Individual signature verification

On receiving all the signatures (si, ri, Lβi, B), Pj , j ∈ β, performs the functionality of a clerk and

uses the public key set (yi, PKi) to authenticate the individual signature of Pi by verifying if Lβi

is correct and whether the following equation holds for i ∈ β, i 6= j:

gsi = (yLβi

i PKi)[H(m,R,B)] ri mod p (6.3)

If Eq.(6.3) fails to hold, the individual signature of Pi on message m is invalid. Participants are

disqualified if their individual signatures are found to be invalid. The remaining honest participants

form the set α and repeat the individual signature generation part from Eq.(6.1), with β = α. The

protocol aborts if α contains less than t members.

6.2.5 Threshold-multisignature generation

After Pj , j ∈ α has received and verified t or more individual signatures the second signature

parameter S of the threshold-multisignature (R, S) on message m can be computed as:
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S =
∑

i∈α

si mod q (6.4)

The set of identities B is appended to (R,S) and provides an explicit link between the threshold

signature and the subset of individual signers who collaborated to generate the threshold signature

(R, S,B) on message m.

6.2.6 Threshold-multisignature verification and individual signer iden-

tification

Any outsider can use the group public key yQ and public keys PKi bounded to the identities IDi,

for i ∈ α to verify the validity of the threshold-multisignature (R,S, B) on an arbitrary message

m. The signature verifier calculates the subgroup public key PKα as follows:

PKα = g
P

i∈α SKi =
∏

i∈α

PKi mod p (6.5)

The signature verifier now has all the information to check if the following congruency holds:

gS ≡ (yQPKα)[H(m,R,B)]R mod p (6.6)

If Eq.(6.6) holds, the threshold-multisignature (R,S, B) on message m is valid and the subgroup

B of individual signers are positively identified. (See Section 6.4.1 for proof of correctness.)

6.3 Proposed Publicly Verifiable Distributed-Key Redistri-

bution/Update Protocol

The proposed publicly verifiable distributed-key redistribution/update (DKRU) protocol defined in

Chapter 5 is used to update or redistribute the group secret xQ from Γn,t
P to a new access structure

Γn′,t′

P ′ , using the shares of the authorized subset β ∈ Γn,t
P .
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6.4 Discussion on the Security and Features of the Proposed

Threshold-Multisignature Scheme

The proposed threshold-multisignature scheme is based on a multiparty extension of the ElGamal

type signature variant: GES = (M.EGII.3.σ(1), r, s, h(m, r), 1) [53]. The proposed threshold-

multisignature scheme can equally use any other secure and efficient signature variant of the ElGa-

mal type signature scheme. References [53] [142] help in selecting such a variant. The main reason

for using the defined GES is to minimize the computational cost of generating and verifying the

individual signatures and group-oriented signature in a multiparty setting, without compromising

security.

The security analysis considers a straightforward general adversary model. An adversary is a

malicious party that uses every means available to break the proposed threshold-multisignature

scheme. Any active adversary can eavesdrop on all the communication between group members,

modify the content of messages and inject them back into the channel. When an honest party is

compromised all its public and private information is exposed to the adversary.

To argue the security and validity of the proposed threshold-multisignature scheme, it is enough

to show that the scheme fulfills all the fundamental properties of generic threshold-multisignature

schemes given in Section 6.1 and resists attacks to which other similar schemes are vulnerable.

6.4.1 Correctness and threshold property

Any t or more honest group members of the authorized subset α can collaborate and use the

threshold-multisignature scheme to produce a valid threshold-multisignature (R, S,B) on an arbi-

trary message m. In the context of the statement, honest implies that the group members follow

the protocol as specified in Section 6.2.

Proof. si = [H(m,R, B)][(xi) · Lαi + SKi] + ki mod q (i ∈ α)

S =
∑

i∈α(si) = [H(m,R, B)]
∑

i∈α [(xi) · Lαi] + [H(m,R, B)]
∑

i∈α (SKi) +
∑

i∈α (ki) mod q

gS = g[H(m,R,B)][
P

i∈α [(xi)·Lαi]]g[H(m,R,B)]
P

i∈α (SKi)g
P

i∈α (ki) mod p

= g[H(m,R,B)]xQ [
∏

i∈α(PKi)][H(m,R,B)]
∏

i∈α(ri) mod p

= (yQPKα)[H(m,R,B)]R mod p
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6.4.2 Traceability of signers

The reason for the intractability of [139] and [141], as presented by [145] and [146] [147] respectively,

is due to the nonexistence of a relationship between the threshold signature (R, S) and the Lagrange

polynomial h(y) used by the signature verifier to identify the individual signers. The polynomial

h(y) is constructed by the designated combiner with t pairs of public values belonging to members

of the subgroup β that submitted valid partial signatures. The Lagrange interpolation polynomial,

h(y) is given as [139]:

h(y) =
t∑

i=1

xi

t∏

j=1,j 6=i

y − yj

yi − yj
= bt−1y

t−1 + . . . + b1y + b0 (6.7)

It is noted here that it is possible to create such a relationship between h(y) and (R, S) and make the

schemes proposed in [139] [141] traceable, by including h(y) within the individual signatures. It is in

the view of the author that the schemes presented in [139] [141], with a strong binding between h(y)

and (R, S), still fail to provide an optimum solution to ensure traceability. Using the polynomial

function h(y) to capture the signers’ identities results in additional computational overhead for

the threshold signature verifiers (n(t−1) multiplications and n(t−2) exponentiations) and fails to

reduce the threshold group-oriented signature size. The polynomial h(y) of degree t−1, constructed

from t data points, requires at least t coefficients (b0, b1, . . . , bt−1) to be uniquely defined. Rather

than including the coefficients in the individual signatures and appending the coefficients to the

threshold signature, the proposed threshold-multisignature scheme uses the subset of identities B

instead. This saves the signature verifier the computational overhead of evaluating h(y) to learn

the identities of the individual signers. The computational cost of generating h(y) is considered in

Section 6.4.7.4.

The traceability property of the proposed threshold-multisignature scheme is verified in Section

6.4.3 by showing that the signature verifier can only validate the threshold signature if an authentic

subset B of individual signers collaborated to generate the signature. Since the subset B of

identities is used to validate the threshold signature (Eq.(6.6)) the individual signers are publicly

traceable and explicitly bound to the threshold signature.

If a verifier were to know and use the certified public keys of the individual signers, why not simply

use a list of individual (RSA) signatures for the group signature?

The threshold property must be guaranteed by cryptographic means during the generation of the

threshold group-oriented signature to effectively share the power of the cryptosystem between the
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group members [124] [125]. The actual value of the threshold t may be (dynamically) determined

by an authorized subset of group members [133] and thus forms part of the group policy. Expecting

that all (future) threshold group-oriented signature verifiers will consistently enforce a (dynamic)

group policy makes the system vulnerable to attack.

6.4.3 Coalition-resistance and break-resistance

The coalition- and break-resistance properties can be verified by showing that the proposed threshold-

multisignature scheme is break-resistant:

Assume a malicious subgroup β of t or more members conspire to obtain the group secret xQ

and wants to frame valid subgroup α for a signature on an arbitrary message m. This im-

plies β wants to generate a valid untraceable group-oriented signature. Any malicious party Pj

chooses a random number k ∈ [1, q − 1] and generates R = gk. Pj uses the publicly known values

(IDi), for i ∈ α′ to form the subgroup A. (The public value PKα can easily be calculated using

Eq.(6.5).) The malicious member can attempt to forge the threshold-multisignature by computing

S = [H(m,R, A)](xQ + SKα) + k, which is impractical since Pj cannot compute SKα from PKα

based on the intractability of the discrete logarithm problem. An alternative method is to solve

for S to satisfy the verification equation gS = (yQPKα)[H(m,R,A)]R mod p which is again imprac-

tical based on the intractability of the discrete logarithm problem. An attacker’s last resort is to

randomly select a value F and signature parameter S and then attempt to determine a value R′

that satisfies gS = (yQPKα)F R mod p and F = [H(m, R′, A)] simultaneously. This is known to

be impractical based on the properties of a secure collision free one-way hash function H(·).

This shows that using the proposed threshold-multisignature scheme to produce a valid untraceable

signature or signing on behalf of any other subset of group members is not possible even if the

threshold cryptosystem is broken, i.e. the group secret xQ is known or controlled by an adversary.

It also confirms that the individual signers that collaborate to generate a threshold-multisignature

are always traceable. With little modification to the above argument it can be shown that forging

individual signatures is also impractical, even if a coalition of t or more group members conspire

to obtain an individual’s partial share xi of the group key xQ
1. It can thus be concluded that the

proposed threshold-multisignature is break-resistant.
1A formal security proof for the defined ElGamal signature variant GES in the Random Oracle and Generic

Model (ROM+GM) can be found in [51]. The security proof of the underlying individual signature scheme supports
the break-resistance property.
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6.4.4 Attacks on threshold-multisignature schemes

6.4.4.1 Collusion attack

A collusion attack enables dishonest group members (and/or a designated clerk or combiner node:

see Section 6.4.5), that work together, to control the group key.

Wang et al. [147] report a collusion attack on the threshold-multisignature scheme (without a

trusted third party) presented by Li et al. in [141]. Wang et al. [147] propose some counter-

measures against the attack. The first solution requires each member to publish its public value

yi simultaneously to mitigate the rushing attack on the group secret. This solution is impracti-

cal since there is no method, in existing networking protocols, of accommodating n simultaneous

broadcasts nor can devices receive n simultaneous messages without advanced hardware. Any

network participant will therefore always be able to make a legitimate excuse for a late arriving

public value. The second proposed solution requires members to commit to their public values

and then open their commitments to reveal the public values. This solution however makes the

protocol interactive and thus vulnerable to an adaptive adversary [130] [131]. The third solution

requires members to provide a non-interactive proof of knowledge of the discrete logarithm for the

public value yi to the base of the primitive element g. This solution is well known, and has been

used by both Fouque et al. [130] and Zhang et al. [131] to eliminate the need for a complaint phase.

As pointed out by Zhang et al. this approach was first introduced in [127] by Stadler to realize

a publicly verifiable secret sharing scheme. The complaint phase also makes distributed-key gene-

ration (DKG) schemes such as [14] [126] [148] impractical considering the complexity of current

multiparty computations [130] [131].

The proposed threshold multisignature scheme prevents adversaries from controlling the group

key by using the publicly verifiable, one round DKG protocol, given in Section 6.2.2 and thus

inherently eliminates attacks from an adaptive adversary during the construction of the threshold

cryptosystem. The proposed scheme uses publicly verifiable encryption [127] [137] that allows

protocol participants to provide a zero knowledge proof of their public values’ discrete logarithm.

Publicly verifiable encryption however does not offer a mechanism to bind participants to their

public values. Committing participants to their public values and ensuring the public values’

integrity are both essential if members are to be disqualified if their public values fail to satisfy

the verification equations (for example Eq.(5.1) or Eq.(6.3)). The existing round optimal DKG

protocols [130] [131] and threshold-multisignature schemes [15] [139] [140] [141] fail to guarantee a

strong binding between participants and their public values. The weak binding allows an adversary
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to manipulate public values that will result in the disqualification of honest participants. The

proposed threshold-multisignature scheme and DKG protocol use the ElGamal type signature

variant GES to generate secure and efficient digital signatures, which explicitly binds participants

to their public values and simultaneously provides a mechanism to ensure the values’ integrity.

6.4.4.2 Universal forgery attack

In [145], Tseng et al. present a universal forgery attack on the threshold signature schemes with

traceability by Wang et al. [139]. The attack allows any group member or outsider to generate a

valid forged threshold signature (R′, S′) on an arbitrary message m′ from an existing valid threshold

signature (R, S) on message m. Tseng et al. also show in [145] that Wang et al.’s schemes [139]

are completely insecure since the trapdoor information αf(0), which is in fact the group secret

(y = gαf(0)
), can be calculated as αf(0) = SR−1H(m)−t from any valid threshold signature (R,S)

in message m.

The scheme by Wang et al. [139] is an example of an insecure ElGamal type signature variant

extended to a multiparty setting. The universal forgery attack on [139] is a direct consequence of

the insecurity of the modified ElGamal signature scheme on which the group signature is based.

Caution should be taken in the modification of the ElGamal signature or when choosing an appro-

priate variant. The modification of the basic ElGamal signature scheme for the sake of efficiency

can easily introduce an insecurity. The threshold-multisignature scheme proposed in Section 6.2

takes this fact into consideration. It is developed from a secure, and optimally efficient variant,

that was selected using the guidelines given in [53] [142].

6.4.4.3 Rushing attack

In the context of group-oriented signature schemes a rushing attack is defined as a manipulation

of the signature parameters or keying material by an adversary based on the public values received

from all the other participants. The adversary thus waits until all other participants have played

before defining its own value [130]. It is noted that the collusion attack by Wang et al. [147]

and universal forgery attack by Wu et al. [146], both rely directly on a rushing attack. Assuming

the threshold signature scheme is based on a secure and efficient variant [53] [142], it should be

clear that the majority of attacks on group-oriented signature schemes can thus only come from

a vulnerability introduced by the extension of the ElGamal type signature variant to accommo-

date multiple signers. Since group members must all make a valid contribution to the threshold
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signature parameters and group secret, it is evident that manipulation of these values can occur

if an adversary can delay playing its own contribution. The adversary can collect the contributed

values of all other participants and then compute its own contribution to force the signature pa-

rameters or group secret to a known value when calculated as a function of all contributed values.

Fouque et al. [130] and Zhang et al. [131] construct their distributed-key generation schemes on

a synchronous network to prevent the adversary from delaying its response, thereby eliminating

rushing attacks. Fouque et al. propose a solution to mitigate rushing attacks without using a

synchronous network. Fouque et al. define an Incorruptible Third Party (ITP) to always play at

the end, therefore eliminating the requirement for synchrony and preventing a malicious player

from manipulating the signature parameters. The ITP unfortunately becomes a single point of

vulnerability.

It is noted here that synchrony is not always required in a discrete logarithm based threshold

group-oriented signature scheme based on a variant of the generalized ElGamal type signature.

Forcing players to provide a zero knowledge proof of the discrete logarithm of all public values is

sufficient to completely eliminate the rushing attack in an asynchronous network. Take for example

the signature parameter R, which is generally calculated as R =
∏

i∈β ri mod p, where ri = gki is

the public value of each player Pi with corresponding randomly chosen secret ki. The malicious

player Pj waits for each Pi to play its ri. Pj chooses a random value k and sets R = gk. After

receiving all ri’s for i ∈ β, i 6= j, Pj factors out its public value as rj = R
∏

i∈β,i 6=j r−1
i mod p ,

which will force the other players to compute R at a later stage (of which the discrete logarithm

is known by Pj). Note that Pj does not know the discrete logarithm of its public value rj nor

can it be calculated based on the intractability of discrete logarithms in finite fields. This will

in particular be true if the modular arithmetic is done in an appropriate multiplicative subgroup

((Z)∗p) or a cyclic subgroup of order q.

The attack presented by Michels et al. [149] on the threshold-multisignature proposed by Li et

al. [15] is a good example of the rushing attack principle. As in the above example the malicious

player Pj in this attack does not know the discrete logarithm of its own share rj , thus, if the

threshold group-oriented signature protocol requires each player to provide a zero knowledge proof

of all public values’ discrete logarithms, the benefit the adversary gains from a rushing attack, in

an asynchronous network, is nullified. It will also prevent a malicious participant from disrupting

the protocol, since the participant can simply be disqualified if it does not play a fair game.

The proposed threshold multisignature scheme in this paper requires players to provide a zero

knowledge proof of the discrete logarithm of their public values by generating a publicly verifiable
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encryption [127] [137] on the discrete logarithm of the public values. With this mechanism the

proposed scheme eliminates rushing attacks without any requirement for synchrony.

6.4.4.4 Conspiracy attack

It is noted here that the threshold signature scheme proposed by Li et al. [141] is also vulnerable

to a conspiracy attack by t or more malicious members. Any t or more members forming the

subgroup β′ can use their subshares f(IDi)j , (i, j ∈ β′) to construct the group secret key f(0) as

f(0) =
∑t

j=1(f(IDi)j

∏t
k=1,k 6=j

IDj

IDj−IDi
). Any malicious member generates R = gki and solves

the following congruence for integer S, SR ≡ (R + h(m))ki + f(0) mod q. The set (R, S) will

be a universally forged signature on the arbitrary message m, verifiable with the group-oriented

signature verification equation, gSR = R(R+h(m))y mod p.

As shown in Section 6.4.3, conspiracy attacks in the proposed threshold-multisignature schemes

are avoided by each member contributing an individual secret (long-term private key SKi) to

the group-oriented signature known to be explicitly associated with the member. A mechanism is

provided for verifying the members’ secret contributions from the threshold-multisignature, without

revealing any additional information of the secrets, except the information that is publicly know to

be associated with the secrets, i.e., the members’ public keys PKi, for i ∈ α. Li et al. [15] defend

against conspiracy attacks in a similar approach by adding a random number to the secret key,

which effectively conceals the member’s secret share of the group key. Note that this is however

only accurate for Li et al.’s scheme with a trusted authority. Since the random numbers are not

explicitly linked to the member’s identity, the scheme presented in [15] does not have a strong

traceability property [139].

Conspiracy attacks in threshold-multisignature schemes can also be avoided if the secret shares

of members are generated in such a way that construction of the threshold cryptosystem’s secret

polynomial or derivation of the group secret from the members’ secret shares, is computationally

infeasible. Wang et al. [139] propose such a scheme, which prevents conspiracy attacks without

attaching a random secret to secret shares. It is however noted that since a member’s public value

in [139] is not explicitly linked to a secret known to be associated with a group member, the scheme

by Wang et al. also lacks a strong traceability property. The same comment can be made on the

scheme proposed by Lee et al. in [140].
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6.4.5 Symmetric relationships - eliminating the combiner

A centralized combiner node is a specialized server which can be seen as a single point of vulnera-

bility and should be replicated in distributed networks (for example ad hoc networks) to ensure a

correct combination [3]. The scheme proposed in this paper eliminates the need for a designated

combiner/clerk as the construction of the threshold-multisignature is done by the shareholders

themselves. This eliminates attacks relying on a corrupt clerk and mitigates the problem of ensur-

ing the availability of a combiner node in distributed networks [3]. The scheme also preserves the

symmetric relationship between the shareholders by placing on each node the same computational,

memory and communication overhead.

6.4.6 Proactive security and secret redistribution

The proposed threshold-multisignature scheme defends against mobile/active adversaries by proac-

tively updating the group key shares every period T . To allow for dynamic group membership and

modification of the availability/security tradeoff, the shares can be redistributed to a new access

structure Γn′,t′

P ′ . The proposed publicly verifiable distributed-key redistribution/update (DGRU)

protocol presented in Chapter 6.3 support dynamic group membership for the proposed threshold-

multisignature scheme.

The security of the DGRU scheme is discussed in Chapter 5.4.2 and will not be discussed here any

further.

6.4.7 Efficiency analysis

The efficiency of threshold-multisignatures may be based on the following six criteria:

6.4.7.1 Group public key length

The public key length in similar schemes will be briefly considered. In order to make a feasible

comparison, only schemes that attempt to eliminate conspiracy attacks are evaluated:

Li et al. [15]: The group public key of [15] does not only consists of y, but also implicitly includes

the following public values {xi, zij}. In the Li et al. scheme, protocol participants attach a

secret random number to their group secret shares in an attempt to avoid a conspiracy attack.
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Consequently the public key includes the public values {xi, zij} since these values are required by

the signature verifier to validate a threshold signature. It can thus be concluded that the public

key is dependent on the number of group members n.

Wang et al. [139]: The scheme proposed in [139] is an improvement on the scheme presented in [15],

since conspiracy attacks are prevented without attaching a random number to secret shares. The

group public key is thus independent of the group size n. The protocol however requires the

participants to order themselves into a ring topology, which can be limiting in some network

scenarios.

Lee et al. [140]: The threshold-multisignature scheme in [140] also avoids conspiracy attacks with-

out attaching a random secret to shares. The group public key is dependent on the number of group

members n as the signature verifier needs the individual public values yi of all group members and

two additional parameters cq and cw to compute the subgroup public key, Y that is required to

verifying the threshold signature. Difficulty will be experienced with this scheme when trying to

eliminate the need for a trusted authority to distribute the initial group key shares.

A robust authentication mechanism is essential for securing a distributed system against active

adversaries and central to ensuring the traceability of individual signers. As shown in Section

6.4.3, the proposed threshold-multisignature scheme uses the long-term private keys of members

SKi, provided by a public key infrastructure, to avoid conspiracy attacks even if colluding members

derive or control the group secret xQ. As a result of members including their private keys in their

individual signatures, the public key of the scheme consists of yQ and the public key PKα of the

subgroup α that collaborated to generate the threshold signature. The public key PKα of the

subgroup α is a function of the long-term public keys PKi of the group members Pi, for i ∈ α.

Although the group public key may be perceived to be dependent on the group size n, the scheme

does not introduce any additional storage requirements, since the public keys PKi, for i ∈ α used

to calculate PKα is publicly known (traceable) and primarily required for authentication purposes.

6.4.7.2 Group-oriented signature size

The main contribution to the communication overhead, post signature generation, is made by

the size of the threshold group signature. The threshold signature size of threshold-multisignature

schemes is bound to be dependent on the threshold parameter or more precisely t+c, where 0 ≤ c ≤
(n−t). This conclusion is naturally drawn from the traceability property of threshold-multisignature

schemes as given in Section 6.1, which specifies that any outsider must be able to retrieve the
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identities of the individual signers from the threshold signature. The threshold signature must

thus be bound to information explicitly linked to each of the signers that collaborated to generate

the threshold signature. In the case of the proposed scheme the information is the identities of the

individual signers contained in B. The individual identities of the group members can be carefully

chosen to significantly reduce the size of the threshold-multisignature.

6.4.7.3 Communication cost of signature generation and verification

In terms of communication cost, the individual and threshold signature generation mechanisms of

all the existing threshold-multisignature schemes and the proposed scheme are almost equivalent.

Multiparty signature schemes constructed from ElGamal type (discrete logarithm based) signature

variants are bound to be interactive. In round one each participant generates a commitment ri

and in the second round generates an individual signature (si, ri) on an arbitrary message m.

In the third round participants send their contribution to a combiner or designated clerk which

constructs the threshold signature. Assume the authorized subset β of group members collaborate

to sign m. This yields a three round protocols for existing schemes, which requires (2|β|) broadcast

messages and (|β|) unicast messages. The proposed threshold-multisignature scheme is to the best

of the author’s knowledge the first threshold group-oriented signature scheme with traceability that

allow malicious members to be positively identified and disqualified from the group. The proposed

scheme also eliminates the need for a combiner. Assuming β contains at least one malicious or

faulty participant, the proposed protocol will still require three rounds and only two rounds if all

individual signatures satisfy Eq.(6.3). Therefore in the three round scenario the proposed protocol

requires (3|β|) broadcast messages and in the latter two round scenario only (2|β|) broadcast

messages.

6.4.7.4 Computational cost of signature generation and verification

To make a feasible comparison between the computational cost of the proposed threshold-multisigna-

ture scheme and similar schemes [15] [139] [140], it is assumed that the system parameters are

chosen to yield the same time complexity for exponentiations, multiplications and summations.

Although summations and in some cases multiplications contribute to an insignificant fraction of

the overall time complexity, these operations are still included for the sake of completeness. Values

that remain constant between different signature generations (for example the inner parts of the

Lagrange coefficients) can be pre-computed and are therefore not included in the analysis. The

computational cost of the schemes will be given in terms of the minimum threshold (t) members
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(out of the total (n) group members) required to collaboratively sign an arbitrary message m.

The threshold-multisignature schemes presented in [15] [139] [140] were chosen for analysis since

they all make an attempt to eliminate a conspiracy attack by t or more colluding members.

In Table 6.1 and Table 6.2 the schemes, with the assistance of a trusted key distribution center

(KDC), are compared. Note that although this paper does not present a threshold-multisignature

scheme with a KDC it can be trivially extended to incorporate a KDC without making any changes

to the individual/threshold signature generation and verification procedures. Table 6.3 and Table

6.4 compares the proposed threshold-multisignature scheme, without a KDC, with the existing

schemes.

In the schemes proposed by Wang et al. [139] and Li et al. [141], the public values of the individ-

ual signers are captured within the Lagrange interpolation polynomial h(y) as given in Eq.(6.7).

The coefficients (b0, b1, . . . , bt−1) of h(y) are appended to the threshold signature by the com-

biner/clerk, which enable the threshold signature verifier to evaluate h(y) in order to identify the

individual signers. In Section 6.4.2 it was shown that appending the set of identities B to the

threshold signature is a better solution, saving the threshold signature verifier the computational

effort of evaluating h(y). Another factor to consider is the computational cost of computing the

coefficients (b0, b1, . . . , bt−1). It can be shown that the total computational cost of computing

(b0, b1, . . . , bt−1) from t data pairs is given as: Multiplications: t(
∑t−2

i=1 [
(
t−1
i+1

)
i] + (t − 2) + t + 2),

Summations: t(
∑t−2

i=1 [
(
t−1
i+1

)− 1]+(t−1)+t), Inversions: t. It should be clear that using an interpo-

lation polynomial h(y) to identify the individual signers is impractical for large values of threshold

t.

The computational overhead that causes the most concern is the number of exponentiations in the

individual signature verification equation (Eq.(6.3)) and threshold signature verification equation

(Eq.(6.6)), which are anticipated to contribute the bulk of the verification time complexity. The

justification for looking critically at the verification processes is substantiated by the notion that

a signature is normally generated only once, but many times verified. The optimum number of

exponentiations for an ElGamal type signature variant is 2 [53]. It can thus be concluded that

the proposed threshold-multisignature scheme is superior to existing schemes since it requires only

two exponentiations for threshold signature verification, while guaranteeing break-resistance. For

individual signature verification three exponentiations are required, one more than the optimal

two exponentiations. The additional exponentiation is as a consequence of satisfying the stronger

break-resistance property. The proposed scheme also provides improved efficiency for all other op-

erations, with or without the assistance of a trusted authority, which includes, individual signature
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Table 6.1: Computational cost comparison of individual signature generation and verification
(with the assistance of a trusted share distribution center)

Signature generation
Protocols

Summations Multiplications Exponentiations Inversions

Li et al. [15] 1 (t - 1) + (t - 2) + 2 1 0
Wang et al. [139] 1 (t - 2) + 4 3 1
Lee et al. [140] 2 (t - 1) + (t - 2) + 4 1 0

PTMS
*
(Section 6.2.3) 2 (t - 1) + (t - 2) + 2 1 0

Signature verification
Protocols

Summations Multiplications Exponentiations Inversions

Li et al. [15] 0 t((t - 2)+ 1) 3t 0
Wang et al. [139] 0 t 3t 0
Lee et al. [140] 0 t[(t - 2) + 3] 5t† 0

PTMS
*
(Section 6.2.4) 0 2(t - 1) 3(t - 1) 0

*
Proposed threshold-multisignature scheme (PTMS), see Section 6.2.

† Note that computations of the individual signatures are performed modulo n.

generation (Table 6.1 and Table 6.3) and threshold signature generation (Table 6.2 and Table 6.4).

6.4.7.5 Efficiency of initial key distribution and key redistribution/update protocols

The proposed threshold cryptosystem is constructed with the round optimal DKG protocol pre-

sented in Chapter 6.2.2, which effectively eliminates the need for a mutually trusted key distribu-

tion center (KDC). Existing threshold-multisignature schemes that do not need the assistance of a

trusted authority [15] [139] [141], do not use secure and efficient one round DKG protocols to ini-

tialize the threshold cryptosystem. These schemes also do not consider proactive security because

they do not allow for the periodic updating of secret shares nor do they permit dynamic group

membership since they cannot redistribute the secret shares to a new access structure. Based on

the above, the existing systems are rigid concerning the threshold security parameters (n, t), which

sets the security/availability tradeoff. Accordingly such systems cannot respond to changes in the

networking environment. For these reasons the efficiency of the proposed threshold-multisignature

scheme’s system setup and maintenance procedures cannot be compared to the existing schemes.

It is the view of the author that the security of the underlying DKMI influences the security of the

signature scheme to such an extent that the threshold group-oriented signature scheme cannot be

considered separately from the DKMI.

Refer to Chapter 5.4.3 for an overview of the efficiency analysis of the DKMI.
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Table 6.2: Computational cost comparison of threshold signature generation and verification
(with the assistance of a trusted share distribution center)

Signature generation
Protocols

Summations Multiplications Exponentiations Inversions

Li et al. [15] t - 1 t - 1 0 0
Wang et al. [139] s† 2(t - 1)+ m‡ 0 t
Lee et al. [140] t - 1 t - 1 0 0

PTMS
*
(Section 6.2.5) t - 1 0 0 0

Signature verification
Protocols

Summations Multiplications Exponentiations Inversions

Li et al. [15] 0 t(t - 2) + (t - 1) + 2 t + 2 0
Wang et al. [139] 0 n(t - 1) + 1 n(t - 2) + 3 0
Lee et al. [140] 0 (t - 1) + 2 5 0
PTMS*(Section 6.2.6) 0 t - 1) + 2 2 0

*
Proposed threshold-multisignature scheme (PTMS), see Section 6.2.

† s = t(
∑t−2

i=1 [
(
t−1
i+1

)− 1] + (t− 1) + t).
‡ m = t(

∑t−2
i=1 [

(
t−1
i+1

)
i] + (t− 2) + t + 2).

Table 6.3: Computational cost comparison of individual signature generation and verification
(without the assistance of a trusted share distribution center)

Signature generation
Protocols

Summations Multiplications Exponentiations Inversions

Li et al. [15] 0 (t - 1) + (n - t) 1 0
[(t - 2) + 1] + 1

Wang et al. [139] 1 (n - t)(t - 2) + (n - t) + 2 1
(n - t - 1) + 5

PTMS*(Section 6.2.3) 2 (t - 1) + (t - 2) + 2 1 0

Signature verification
Protocols

Summations Multiplications Exponentiations Inversions

Li et al. [15] 0 t[(t - 2) + 3t 0
0 (n - t - 1) + 2] 3t 0

Wang et al. [139] 0 t 3t 0
PTMS*(Section 6.2.4) 0 2(t - 1) 3(t - 1) 0

*
Proposed threshold-multisignature scheme (PTMS), see Section 6.2.
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Table 6.4: Computational cost comparison of threshold signature generation and verification
(without the assistance of a trusted share distribution center)

Signature generation
Protocols

Summations Multiplications Exponentiations Inversions

Li et al. [15] t - 1 t - 1 0 0
Wang et al. [139] s

†
2(t - 1) + m

‡
0 t

PTMS
*
(Section 6.2.5) t - 1 0 0 0

Signature verification
Protocols

Summations Multiplications Exponentiations Inversions

Li et al. [15] 0 t[(t - 2) + (n - t - 1)] t + 2 0
+ (t - 1) + 2

Wang et al. [139] 0 n(t - 1) + 1 n(t - 2) + 3 0

PTMS
*
(Section 6.2.6) 0 (t - 1) + 2 2 0

*
Proposed threshold-multisignature scheme (PTMS), see Section 6.2.

† s = t(
∑t−2

i=1 [
(
t−1
i+1

)− 1] + (t− 1) + t).
‡ m = t(

∑t−2
i=1 [

(
t−1
i+1

)
i] + (t− 2) + t + 2).

6.5 Conclusion

Investigations within the fields of threshold group-oriented signature schemes, threshold group

signature schemes, multisignature schemes and threshold-multisignature schemes resulted in ex-

plicitly defining the properties of threshold-multisignature schemes. The main aim of this paper

is to introduce such a secure threshold-multisignature scheme. To reach this objective the secure

and optimally efficient ElGamal type signature variant: GES = (M.EGII.3.σ(1), r, s, h(m, r), 1),

was extended to a multiparty setting to yield a threshold-multisignature scheme, which from the

author’s point of view is the first to provide a guaranteed traceability property. The proposed

threshold-multisignature scheme was shown to satisfy all the specified security requirements and to

fulfill the stronger break-resistant property. The threshold-multisignature signature scheme thus re-

mains secure even if the threshold cryptosystem has been broken, i.e., the group secret or individual

secret shares are known or controlled by an adversary. It was shown that the proposed threshold-

multisignature scheme eliminates the latest attacks on similar threshold signature schemes with

traceability. The efficiency analysis showed that the proposed threshold-multisignature scheme

outperforms other existing schemes and is optimal in terms of exponentiations with respect to

threshold signature verification and near optimal for individual signature verification, while pro-

viding break-resistance.
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Chapter 7

Conclusions and Future Direction

Emerging technologies are more rapidly reaching a level of maturity where they can deliver new

and innovative services to society. The combination of wireless networks and mobile computing

enable these services to operate without any pre-existing or online infrastructure. Mobile ad hoc

networks is a good example of a distributed communication system which enables individuals to

communicate any where, any time, without prior arrangement. However, without adequate security

mechanisms these technologies will not be adopted or users will be exposed to serious threats.

In this thesis we studied important security mechanisms related to distributed communication

systems within the context of peer-to-peer and group communication. These mechanisms included:

· Authority-based peer-to-peer key management. (Chapter 2)

· Group key management. (Chapter 3 and 4)

· Distributed-key management. (Chapter 5)

· Threshold-multisignatures. (Chapter 6)

We grouped related mechanisms into three parts:

The first part of the thesis addressed authority-based peer-to-peer key management. We considered

key management for mobile ad hoc networks since it provided us with room for innovation in a

challenging system model. As we discussed in part one, unpredictable and highly dynamic network

topologies emerge in mobile ad hoc networks due to the lack of online infrastructure, error-prone
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wireless connectivity and node mobility. During our analysis we noted that routing failures are at

the center of this dynamic topology. Given this insight we proposed a key management solution

that turns the dynamic network topology into an advantage by exploiting the routing mechanism’s

inherent ability to recover from routing failures.

The scheme called, AuthBasedPKM integrates with the routing protocol and uses the routing

control packets to relay keying material along virtual chains. The protocol breaks the difficult

routing-security interdependence cycle as it does not rely on the routing protocol to set up a route.

We analyzed our scheme to a large extend using simulations and confirmed that the communication

and computational overhead of AuthBasedPKM has negligible impact on network performance

under worst case scenarios. We showed that our scheme meets the requirement of improving

its performance when the network becomes more dynamic, what we referred to as progressive

robustness. Given a strong adversary model, we argued that our scheme is secure following a

pragmatic approach.

The second part of the thesis addressed the problem of bootstrapping the security of group commu-

nication systems for ad hoc networks. Group communication systems (GCS’) are supported by a

complex architecture that includes a few basic protocols to be bootstrapped, namely unicast rout-

ing, group membership service, multicasting, group key agreement and data sharing. We applied

a specific definition to the expression bootstrap security as follows: ”the practical implementation

of a set of techniques and procedures supporting the establishment and maintenance of keying

material between authorized nodes, starting with no shared keying material between nodes prior

to network formation and, without any assistance from an online authority“.

We considered dynamic peer groups as the most likely group type suitable for ad hoc networks and

discovered that group membership changes add a new dimension to the problem of contributory

group key agreement. We noted that group membership changes, combined with the dynamic

network topology, result in a system with little determinism. In response to the problem we

proposed a scheme, called AdHocGKM that solves the problem as part of a layered GCS protocol

architecture. To make the discussion on AdHocGKM as practical as possible we assumed the GCS

to be Pilot [2] which includes multicast-group membership service, multicasting and data sharing

protocols.

Following from part one, we discussed the impact of the dynamic group membership and net-

work topology on bootstrapping the security GCS’. During our analysis we noted that the impact

causing the most concern for security is mainly on the group membership service and contribu-

tory key agreement protocols. AdHocGKM contains three mechanisms for bootstrapping group
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communication and security that mitigate this impact by ”fighting fire with fire”1.

· The first mechanism we discussed is the progressively robust AuthBasedPKM key distribution

protocol proposed in part one of the thesis. The usefulness of the key distribution scheme

was demonstrated by its ability to bootstrap the security of all the protocols in the GCS

architecture.

· The second mechanisms is a primary-partition group membership service that bootstraps the

GCS and exploits the inherent capability of Pilot [2] to implement progressive robustness.

The data sharing service, based on a probabilistic quorum system, is used in an innovative

way to maintain a single, full group membership view. During view construction only uni-

casting is used to avoid interdependencies with the multicasting protocol. The view query

and replication protocol exploits the data sharing service to continuously replicate the view

between members of the Pilot Storage Set (StS ) [2] and therefore enable the membership

service to maintain a consistent view.

· The third mechanisms is a progressively robust, contributory group key agreement scheme

that also exploits the data sharing service and multicasting in an innovative way to reliably

exchange group key shares. As contributory group key agreement schemes cannot tolerate

multiple views, the scheme contains mechanisms to construct the group key in a predictable

and controllable fashion for initial and auxiliary key agreement operations. The contributory

group key agreement scheme is based on a comprehensive analysis of existing key agreement

schemes and their applicability to ad hoc networks.

Taking a sensible approach, we argued that the scheme is secure in a widely accepted and

strong adversary model. Finally, we analyzed the performance of our scheme by considering

the simulation results of AuthBasedPKM in part one and the underlying Pilot GCS [2].

We concluded that the communication and computational overhead of the scheme’s core

key distribution mechanism has negligible impact on network performance and discussed

requirements for future analysis.

The third part of the thesis addressed the issue of sharing the power to use a cryptosystem between

two or more group participants. Specific attention is given to secret sharing in a setting without

any form of online authority. Our distributed-key management infrastructure (DKMI) provides

distributed-key generation, updating and redistribution with a single protocol. Traditionally these

areas have been studied as three separate problems. We showed how the protocol eliminates a
1This expression was used for gossip-based protocols [121] [2] to address different problems in the area of multi-

casting.
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major problem with existing redistribution schemes; malicious or faulty protocol participants from

the original access structure are positively identifiable by the existing honest members as well as

the new members joining the threshold cryptosystem, which avoids repeating the secret redistri-

bution protocol until all the verification conditions holds. We evaluated the computational and

communication cost of the round optimal scheme and analyzed the security against mobile/active

adversaries.

The fourth and final part of the thesis considered threshold-multisignature schemes that guarantee

the signature verifier that at least a threshold t members participated in the generation of the

group-oriented signature and that the identities of the signers can be easily established. Threshold-

multisignature schemes have a broad application in group-oriented applications that require group

member accountability. We defined the main properties of threshold-multisignature schemes and

analyzed our scheme against these properties. Continuing from the security analysis on the DKMI,

we showed that the scheme resists various attacks to which other similar schemes are vulnerable.

Lastly we performed a comprehensive efficiency analysis and benchmarked our scheme against

similar schemes to show that it outperforms other existing schemes and is optimal in terms of

exponentiations with respect to threshold signature verification and near optimal for individual

signature verification.

7.1 Summary of Contributions

The following is the list of original contributions of the thesis:

Key Management and Group Communication in Ad Hoc Networks

· A secure peer-to-peer (pairwise) or public key management scheme for authority-based ad hoc

networks that exploits the unpredictable and dynamic network topology to the advantage of

security. This included a comprehensive list of requirements for authority-based peer-to-peer

key management in ad hoc networks. This scheme significantly expands on our preliminary

work [12] [17] [13] and on [16] as one of the most comprehensive surveys in the field of key

management for ad hoc networks.

· A secure authority-based public key establishment (APKE) protocol that allows an entity to

negotiate with an off-line trusted authority for a public/private key pair in such a way that

the authority does not learn the private key. This protocol is a solid building block for our

peer-to-peer key management scheme.
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· A primary-partition membership service to bootstrap group communication systems in ad

hoc networks. The scheme uses an innovative approach to ensure a single, full membership

view by exploiting the inherent capabilities the group communication system to implement

progressive robustness based on a probabilistic quorum system [2].

· A comprehensive survey and analysis on the existing group key agreement schemes and their

suitability for ad hoc networks.

· An approach for implementing secure group key management schemes in ad hoc networks that

exploits changes in group membership and the unpredictable and dynamic network topology

to ”fight fire with fire”2 when bootstrapping security for group communication systems. We

showed how the scheme integrates into the layered protocol architecture of a popular group

communication system for ad hoc networks to make the discussion practical. The discussion

highlighted our design philosophy for ad hoc network security mechanisms given below.

· Based on our authority-based peer-to-peer key management scheme, group key management

scheme and group membership service we defined an innovative approach to implement pro-

gressive robustness for security mechanisms in ad hoc networks. The approach exploits the

unpredictable and dynamic network topology of ad hoc networks and the inherent ability

of existing networking protocols to mitigate the impact of route failures caused by the lack

of online infrastructure, error-prone wireless connectivity and node mobility. The result is

security mechanisms that achieve even better performance as the environment becomes in-

creasingly hostile. This approach can be used to overcome some of the main challenges of

securing mobile ad hoc networks.

Distributed-Key Management and Group Signature Schemes

· We defined the notion of a distributed-key management infrastructure (DKMI) that includes

distributed-key generation (DKG), distributed-key updating (DKU) and distributed-key re-

distribution (DKR). A DKMI is required to support a threshold cryptosystems.

· A DKMI scheme that performs DKG, DKU and DKR with a single protocol. Traditionally

these schemes have been studied separately. We solved a major problem with existing veri-

fiable secret sharing schemes to avoid repeating the secret redistribution/updating protocol

until all the verification conditions holds.
2This expression was used for gossip-based protocols [121] [2] to address different problems in the area of multi-

casting.
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· A threshold-multisignature scheme that guarantees the signature verifier that at least a

threshold t members participated in the generation of the group-oriented signature and that

the identities of the signers can be easily established. This included the first comprehensive

list of requirements for threshold-multisignature schemes. Specifically we defined the novel

property of break-resistance for threshold cryptosystems; an adversary in possession or control

of the group secret key and/or the individual secret shares of any number of group members

cannot generate a valid threshold-multisignature and/or partial/individual signatures.

7.2 Direction for Future Research

Our future work involves a few interesting research and development problems that need further

exploration:

· Based on preliminary analysis we believe that our authority peer-to-peer key management

scheme, combined with an online certificate authority (such as DICTATE [28]) is suited for

vehicular networks. Further analysis is required to better understand the requirements of

key management in vehicular networks and to analyze a hybrid scheme using simulations.

· Group communication systems are still an immature area in ad hoc networks with much

room for improvement and should be designed to meet strong safety and liveness properties

as defined by Chockler et al [10].

· Analyzing group communication protocols for ad hoc networks is difficult due to shortcomings

in current simulation engines. Fortunately, the nature of our schemes allowed us to avoid

this problem and still argue the essence of our schemes. Nevertheless, a GCS simulator is

required for ad hoc networks and interesting results could be derived from its testing.

· Research is needed to design practical distributed-key and group signature schemes for dy-

namic peer groups in ad hoc networks. We only address these problems in conventional

networks [18], but note it may be possible to implement these scheme in ad hoc networks

with the mechanisms explored in this thesis.

· Finally, primary-partition membership services and contributory group key agreements for

ad hoc networks are still relatively new and should be further investigated.
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